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Synopsis

The distribution of the octupole oscillator strength, arising from one-phonon 
excitations of density variation modes in even-even spherical nuclei, is analysed 
on the basis of an interaction consisting of pairing + octupole-octupole force.

Special attention is paid to the isospin structure of the states.
It is found that, in many cases, two or three lines of comparable strength 

occur in the low-energy spectrum (< 5 MeV).
The experimental evidence on energy and transition probability, which is 

available almost only for the very lowest state, can be accounted for reasonably 
well by a strength constant for the octupole-octupole force which varies smoothly 
with the atomic number.

PRINTED IN DENMARK

BIANCO LUNOS BOGTRYKKERI A-S



CONTENTS
Page

1. Introduction....................................................................................................................... 5
2. The Hamiltonian............................................................................................................ 6

The short-range part of the interaction......................................................... 6
The long-range part of the interaction.......................................................... 8

3. The excitations................................................................................................................ 10
The isospin of the excitation............................................................................. 12
The isospin dependence of the long-race force............................................ 15

4. Reduced transition probabilities............................................................................... 16
Inelastic scattering................................................................................................... 18
Charge exchange scattering................................................................................. 19
Scattering via isobaric analogues and stripping............................................ 20
Sum rules.................................................................................................................... 22

5. Octupole coupling in simple examples.................................................................. 24
6. Effects of shell structure............................................................................................ 27
7. Examples of the isospin structure of the excited states................................. 37
8. The possible existence of strong r~l lines....................................................... 40
9. Modification in the spectra, when = 0 is introduced.................................... 41

10. Simultaneous adjustment of x0 and z1.................................................................. 43
11. Influence of xx on inelastic scattering.................................................................... 45
12. The collective character of the states.................................................................... 46
13. The renormalization procedure................................................................................. 48
14. The parameters................................................................................................................ 49
15. The calculation and the results............................................................................... 51

Comparison with the calculation by Gillet et al.......................................... 83
16. Concluding remarks....................................................................................................... 85

The fitting of the octupole force constant..................................................... 85
The general distribution of oscillator strength............................................ 86
The low energy part of the spectrum........................................................... 87
The isospin properties............................................................................................ 88

Acknowledgements......................................................................................................... 88
References......................................................................................................................... 89





1. Introduction

In recent years, a theory has been developed which gives a description 
of the density variation inodes of nuclear vibrations in terms of single­

particle excitations. This represents an improvement upon older, more 
phenomenological theories, not only by relating the collective and the single­
particle aspects, but also by comprising in the same picture all degrees of 
collectiveness of the spectrum.

In a quantal system like a nucleus, density variations occur due to 
transitions of one or more particles between different states. When a particle 
is excited (a particle-hole pair created out of the ground state), the corre­
sponding fluctuations in the nuclear field affect the motion of the other 
particles and tends to generate other particle-hole excitations.

Thus, because of the interaction between the particles through the field, 
the randomly distributed fluctuations from different single-particle excita­
tions come in phase, and a more or less collective movement of the particles, 
a vibration, arises.

The octupole vibrations which we shall study are known from experi­
ment to be less collective than the quadrupole ones. They should be more 
intimately connected to the details in the single-particle level scheme, and 
the oscillator strength in the low energy part of the spectrum might be 
spread over several levels.

The lowest octupole excitation has been studied by Yoshida (ref. 1) in 
a few cases.

In the present work we shall extend the investigation of the octupole 
excitation of lowest energy to a wider region of the periodic table. This 
gives information about the way in which the coupling constant for the 
effective force must vary with the atomic number in order to reproduce the 
observed energies. We are also going to study the excitations of higher energy 
and the whole energy distribution of the oscillator strength. It may be men­
tioned here that from the calculation two rather strong lines appear frequently 
in the low-energy region (2 — 5 MeV).
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Since the isospin character of the vibrational states has been discussed 
only briefly before, we pay special attention to this problem and the relation 
to the isospin dependence of the field producing force (the long-range com­
ponent).

2. The Hamiltonian

The “microscopic” description of collective excitations of a many-body 
system was introduced in nuclear physics by several authors, and we meet 
it under different names (method of linearized equations, random phase 
approximation, Sawada method, Baranger method, quasi-boson approxima­
tion, generalized Tamm-DancofT method) (refs. 2 and 6). It has been used 
by several investigators, e.g., by Yoshida (ref. 1) in the study of quadrupole 
and octupole vibrations in some cases of spherical nuclei, by BÊS, by 
Marshalek, and by Soloviev et al. for deformed nuclei (ref. 3), and by 
Kisslinger and Sorensen for quadrupole oscillations in a wide region of 
the periodic table (ref. 4). Since the theory has been presented repeatedly, 
we shall only mention here as much as is needed for introducing definitions 
and notations (which are almost the same as that used by Yoshida (ref. 1)). 
We consider spherical even-even nuclei. The particles are supposed to move 
in a shell-model potential, interacting by a short-range and a long-range 
force. Thus, the Hamiltonian is

H = //(shell mod.) +//(short range) +//(long range). (2.1)

The short-range part of the interaction

The short-range part of the interaction is represented by a pairing force 
(ref. 5). Only that part of the pairing which influences the particles in the 
partly filled shells is taken into account, and pairing between neutrons and 
protons is not included.

The pairing + shell-model part of the Hamiltonian is

//(shell model) + //(short range)

= 2 </. m, /0)
jmt„

2 «+0"nn'>/o)^+0’/> -tn'JoXj,-n7,/0)a(j,m,f0) 
j', m',
3, m,t0
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Here, t0 is the z component (or the v = 0 spherical tensor component) of the 
isospin of the particle with the convention

I for protons 
I—I for neutrons,

e(j,t9) is the shell-model single-particle energy, a+ (j, in, f0) and o(j,/n,/()) are 
creation and annihilation operators for a particle in the state j, in, t0 (j 
represents all quantum numbers necessary to specify the state, with the 
exception of t0 and the magnetic quantum number in). The force constant 
in the pairing G(t0), and the number of particles n in the partly tilled shell 
are inserted into the BCS equations (2.4) and (2.5) which are solved for 
protons and neutrons separately with respect to the quantities Â(/o) and 
^Go):

'V ./ + j = 2 
Ze(jU0) G(Q’ (2-4)

Sy20’^o) x (2J + 1) = n, 
j

where
E(j, ^o) = ((£(Å ^o) - X Q)2 + ^2('o))1/2>

(2-5)

(2-6)

£(Z to) -^0o)\
(2.1)

Here, E(j,t0) is the quasiparticle energy, A(/o) the chemical potential or Fermi 
energy, A (f0) the gap, v2(j, t0) is the probability for the shell-model level 
jint0 to be filled. The probability for it to be empty is

u2(Po) = 1 - y2G’Jo). (2.8)

The index t0 is often omitted below.
Since the octupole oscillations involve mainly single-particle transitions 

between different shells, the pairing has less influence than for the quadru­
poles. It has been checked that uncertainty in the pairing strength constant 
G is less significant than uncertainties in other parameters. Thus, in almost 
all cases (cf. sect. 14) we have used a standard value for G/A (A is the 
atomic number).
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(2.9)

where the quantity
1/2

(2.10)a

(2.11)

r\3
- Ij277ï2>

3/ being the nucleon mass and co0 the frequency of the harmonic oscillator 
used in the shell-model potential. (For further details, see below). In the 
force constant z we have introduced the isospin of the nucleons t (1) and 
T(2).

Assuming the interaction to be invariant under rotations in isospin space, 
we can write z in the form

The long-range part of the interaction

We shall simulate the interaction between the particles through the 
octupole part of the nuclear field by an effective force of attractive long- 
range octupole-octupole type, working between all nucleons. Expressed in 
terms of creation and annihilation operators it takes the form

where /r(l) and /r(2) are spherical components of the isospins of the par­
ticles. Thus, z0 represents the isoscalar or r = 0 component of the force, 
and the isovector or t = 1 part. In the following section we come back 
to the relative magnitude and sign of Zj and z0.

Below we concentrate on that part of the field which acts on protons or 
neutrons, bid does not change neutrons into protons, or vice versa. In that 
case, only the v = 0 part of the force is working and thus it is the only part 
which is considered in the treatment below. The v 4= 0 components are 
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relevant when exciting vibrations in the neighbouring odd-odd nuclei (cf. 
sect. 4).

Since the force is introduced to describe the variations in the field, we 
shall only take into account the field-producing part of the interaction (i.e. 
the annihilation matrix element in the particle-hole interaction).

The radial dependence in the field is not very well established. Our 
choice is made mainly for the sake of simplicity, and further investigations 
would be of great interest.

We shall primarily study the low-lying, strong excitations, which are sup­
posed to be connected to vibrations of the nuclear surface. With our expres­
sion for the radial matrix element the surface region obtains a heavy weight. 
It may be that contributions to the field interaction from single-particle 
transitions j -+ j', involving changes in the principal quantum number of the 
harmonic oscillator |dlV| = 3, are not properly weighted in our picture. For 
instance, particles with a tail far outside the nucleus probably give rise to 
much smaller polarization of the core than supposed by the r3 dependence 
which attributes a great influence to the outermost part of the wave function. 
A better dependence might be obtained, e.g., by using the radial derivative 
of a Saxon-Wood potential. The effect should be especially significant for 
the resulting high-energy modes, whereas the low-cnergv modes should be 
less affected. For our choice of force il appears that, for single-particle 
transitions with AN = 1, the radial matrix elements are all of the same order 
of magnitude, even when squared. (The smallest values are obtained when 
the change in the number of radial nodes is maximal).

This means that the radial part of the interaction does not give rise to 
strong cancellation of any of the contributions from the single-particle transi­
tions of low energy. For the A N = 3 terms the square of the radial matrix 
element is fluctuating more strongly, sometimes being quite small when a 
great change in the number of radial nodes is involved. Roughly speaking, 
the squares of the A N = 3 radial matrix elements are half as large as the 
A N = 1 terms. The angular part of the matrix clement is very sensitive to 
whether spin flip is involved or not. E.g., the square of the reduced matrix 
element is about 20 times larger for q. q = 7/2, 13/2 than for jpji = 9/2, 13/2.

It may finally be mentioned that it is still an unresolved problem whether 
the isospin independent (t = 0) field and the isospin dependent field (r = 1) 
are of the same radial structure. (For a definition of r, see sections 3 and4). 
You might suggest that for the r = 1 modes volume phenomena play a greater 
role compared to surface phenomena than for r = 0 modes and, thus, that the 
radial dependence of the t = 1 field is slower than for the r = 0 field.
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3. The excitations

For the total Hamiltonian H (2.1) the quasi-boson approximation is used. 
We describe the excitation as a superposition of two-quasiparticle creations 
and annihilations and write the excitation operator B+ (a) in the form

B+(a) = 2 \/J(aJl>./2’/o)<./ïnî1727îî2l2 3/f>a+(./l>”h>/o)a+02-7n2’/o)

2 {Xa’.7v t0)p^,,j1,j2, to) - (l^Jv.i2, /0)} = (3.6)
ji izto

Following the common procedure (ref. 6) we end up by eq. (3.7) the solu­
tions 7? co of which are the resulting energies

mforøa (3-1)

+ ( -)/Z7(a Ji J2> Q 01 nllJ2 m2 13 - A> a(j2» m2> {o) X(.J1> nh> zo)} -

where the quasiparticle creation and annihilation operators are given by

a+(j,m,/0) = (3-2)

= u(j,t0)a(j,m,t0) - (-l)}~mv(j,t0)a+(j, - m,t0). (3.3)

This means that the two-quasiparticle excitations (each having energy 
E(j\) + E(j2)), are considered to be elementary oscillators which are coupled 
by the long-range part of the force. In the expression for B+(oc), j\ and /2 
run over all possible proton and neutron states, but each pair should only 
be taken once, i.e. if Jij2^o is included, jajx 70 should not be.

Now, 7?+(a) working on the ground state |0>, gives the excited state 
I a) with energy

|a> = 71+(a)|0> (3.4)

and 71(a) |()> = 0, where B(a.) is the hermitian conjugate to 71l_(a). We 
further have

- hai^B+Cœ) (3.5)

which, on inserting (3.1), gives the expressions (12.1) and (12.2) for 
t0) and <7(a,./J2/0) used in sect. 12.

The orthonormality of the states gives (taking as above in eq. (3.1) each 
pair only once)
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(3.7)

or

(3.8)

Here,

a
(3-9)

3

(3.10)

(3.11)= XQ + Xj ,

(3.12)x0 - Xi .

determination of hco reduces to

(£()) +E(D)2 - (71 <u)2

If Xj = 0, the equation (3.8) for the

^np

nP gp <^n _ Q
49 K

s”=z-

h'
where the sum runs over all possible proton states j and j', which may be 
coupled to spin and parity 3_. The analogous neutron quantity is denoted 
by Sn.

The first term in the numerator in Sp is an ordinary reduced matrix 
element

In ref. 1 Yoshida presents a table showing the matrix elements of l-j , using 

harmonic oscillator wave functions. The quantities xp, xn and xn„ are the 
octupole-octupole force constants for the proton-proton, neutron-neutron 
and neutron-proton force, respectively. For these we have used the expres­
sions (2.11):

Z = X n p

SP + Sn=7 (3.13)
x0

which is the usual secular equation, and x0 = 0 gives

S2’ + Sn= . (3.14)
Xi
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The analogue to this equation has been discussed for dipoles (ref. 7) for 
which the opposite sign convention has been used in general.

In order to provide an idea of the variation of the force constant x with 
A we may use a simple scaling argument.

If we assume the matrix elements to represent an interaction with a range 
short compared to the nuclear radius, the interaction matrix elements are 
inversely proportional to the nuclear volume, i.e. ~ 1/A. Since each of the 
factors (zy/n)3 and (r2/u)3 varies proportional to A , we expect x to be pro­
portional to A-2.

In our treatment we look apart from couplings to other modes, although 
such effects may sometimes be of importance. Thus, the resulting states of 
excitation energies more than some few MeV appear in regions with large 
level density. In such a situation the present calculation is only expected to 
give the gross structure of the 3” distribution.

For the low-lying states, the most important couplings may be those to 
modes which involve large amplitudes. Thus the couplings to the strongly 
collective quadrupole vibrations of very low energy are expected to be of 
special significance.

In deformed nuclei, we know that this coupling causes a splitting of 
octupole modes with different K values. In the present calculation the most 
interesting modification of the results which this effect may cause may be 
that the strength of the strong octupole line, which in the following calcula­
tion is often found in the 4-5 MeV region, may be spread over several 
states, which may be imagined as arising from the coupling of a 3_ phonon 
to one or more 2 + phonons.

The isospin of the excitation

In this section we are going to discuss briefly the isospin properties of 
the excitations, which properties so far have been neglected.

In the same way as the excitation in ordinary space can be described 
by the spherical tensor quantum numbers 2, /<(2 = 3 in our case), it may 
in isospin space be characterized by analogous quantities r, v, where r 
must be cither 0 or 1 in the present treatment. The excitation operator 
B+(r, v; A,//,) may e.g. be of the type

J/(r = 0; 2 = 3,/z) = y3/z(0 (3.15)
ior
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(3.16)

where i runs over all particles in the nucleus (cf. sect. 4). We shall use the 
matrix elements of the M operators between the ground state and the excited 
states to describe the isospin structure of the excitations, as further explained 
in sect. 4.

The matrix elements of M(r = 1, v = 1; 3,p) arc non-vanishing only 
when the excitation involves creation of a neutron hole, proton pair, i.e. 
when it leads to another nucleus. Such an excitation may be realized by a 
(p, n) scattering on the nucleus. In the same way r, v = 1, -1 leads to the 
excitations of a neighbouring nucleus Z, A^-Z — 1, A, e.g. by an (n, p) process. 
Such excitations and their relevance to the present treatment are discussed 
briefly in sect. 4. The t = 0 or r, v = 1,0 excitations give rise to states in 
the target nucleus and, as we shall see below, these two excitations are in 
general mixed, although the strong low-lying states to a good approximation 
are r = 0.

As pointed out by Lane and Soper (ref. 8) and later utilized and ex­
plained in greater detail, e.g., by Sliv (ref. 10) and by Boiir and Mottelson 
(ref. BM), the isospin 7’ of a state in a heavy nucleus is in many respects 
a very well-conserved quantity. Therefore we must ensure that the states 
which we find have good (T,T0'). (To is the third component of T).

As long as we only apply r = 0 excitation operators to the ground state, 
for which 

(3.17)

there is no problem: we reach a state with the same T, while r, v = 1,0 
operators may give rise to some mixture of T = 7\ and T = T1+l. The 
7\+l part of the excitation is contained in the isobaric analogue to an 
excitation of low energy in the neighbouring nucleus with 7’0 = — 7\ — 1. 
It has quite another structure than the 7\ states in the same energy region 
and is only mixed weakly with them (ref. 9).

To illustrate the relation to our calculation let us, for simplicity, assume 
sharp Fermi surfaces for protons and neutrons. Let e(F, zi) and e(F,p) be the 
Fermi energies for neutrons and protons, respectively. Let us consider a par­
ticle-hole excitation for which the particle (i.e. a proton) is created in a state 
(ji, zzq) such that eQj, zzij) <c(F,zz) or the hole (i.e. a neutron hole) is created 
in a state (j2>m2) such that £(/2, m2)>e(F,p).
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In this case T_ acting on the state gives zero. We cannot further align 
the state in isospin space and, hence, T = 7\.

For our purpose this means that, for single-particle transitions inside 
partly filled shells and for part of the transitions from one shell to the next, 
there is no possibility for isospin impurities.

It should be stressed that this does not mean that the excitation is pure 
r = 0, since r = 1 and T = rI\ are able to couple to 7\.

For the transitions of higher energy, T is not automatically conserved. 
Let us consider a definite particle-hole excitation and let A+(r = 1, 
v = 0) create the particle-hole pair, coupled to (r = 1, v = 0; Â = 3,«). 
The resulting state with good quantum numbers (T, 7’0) = (7\, - 7\) is then 
formed by coupling of the ground state T = 7\ and t = 1 :

{^+(T _ 01^1 >}(2’1,1)T1,-T1

= < 10 7\ - 7\ I 7\ - 7\ > A+(t = 1, v = 0)| 1\ - 7\ > , (3.18)
+ < 1 — 1 7\ — 7\ + 1 | 7\ - 7\ > A+(r = 1, v = - 1 ) I 1\ - 7\ + 1 > J

The state is thus a superposition of an excitation, based on the ground state 
|7\-7’1>, and an excitation based on | 7\ — 7\+l), which is the isobaric 
analogue to the ground state. In the following we neglect the last part. 
The justification for this procedure is, partly, that for the stales of low energy 
which we are most interested in, the efTect should be very small and, partly, 
the assumption of 7\))1, which should be well satisfied, except for the 
lightest nuclei considered.

When the Fermi surface is smeared out, i.e. when our elementary modes 
are two-quasiparticle excitations instead of particle-hole excitations, the 
discussion which was given above contains a slight oversimplification. This 
is due to the fact that the quasiparticles do not have a definite z component 
of the isospin in the way we have defined them. Thus, the elementary modes 
involving the creation of a proton-neutron quasiparticle pair are mixtures 
of v = ± 1.

It shall finally be stressed that in general it is not allowed to treat the 
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coupling in isospin space between the vibration and the ground state of a 
heavy nucleus in the weak coupling limit. This means that it is not possible 
to consider the excitation operator as a definite entity, the isospin of which 
is coupled to that of the ground state by simple vector coupling, or which 
may be rotated in isospace without complications.

It is e.g. easy to find a (r = 1, v = 1) particle-hole excitation, for which 
the (r = 1, v = 0) partner gives zero when acting on the ground state of a 
heavy nucleus. This happens whenever the particle or the hole is placed in 
a level (j, m) which is occupied by neutrons but empty for the protons.

The isospin dependence of the long-range force

The isospin dependence of the long-range force is contained in the iso­
vector component xx of which little information is available. It is expected 
to be negative (to have opposite sign of x0), since this will push the r = 1 
excitations upwards in energy, as is the case for the giant dipole. (For further 
details, see sect. 5). This means that therm and pp force should be somewhat 
weaker than the np force, or even have opposite sign, if x0< | |.

An estimate of the magnitude of may be obtained by assuming that 
the oscillating field has the same isospin dependence as the central nuclear 
field for which the dependence manifests itself, e.g., in the semi-empirical 
mass formula and in the real part of the optical potential (ref. 50). This gives

Xj/xo^-l/2. (3.21)

A similar result is obtained by assuming that the two-body force responsible 
for the interaction is approximately of Serber type. Such estimates have 
been discussed by Boiir and Mottelsen (ref. BM).

A determination of on the basis of a fit to the experimentally determined 
energies is not possible. This is analogous to the situation for quadrupole 
vibrations where even many more data are available (ref. KSII). This 
difficulty is caused by the fact that all the experimental information concerns 
the low-energy states, and for these the r = 1 part of the force has only 
little effect in comparison to the r = 0 part, and also compared to other 
parameters, as e.g. the single-particle energies which are not very well known. 
(We shall see below that a more detailed investigation of the 2-5 MeV part 
of the spectra, using inelastic scattering with different projectiles and compar­
ing results for different states and for different nuclei, may be one of the best 
tools for determining xx, but still a large uncertainty is expected). On the 
other hand, we are able to obtain a fairly correct picture of the strong lines 
in the low-energy spectrum without detailed information on xx, and therefore 
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we have simply used an isospin independent octupole-octupole force in our 
general calculations in sect. 15.

By this choice the lines of t = 1 type are poorly determined but, as we 
shall see for Xy = — 0.5x0, there is no strong tendency to build up very 
great, individual r = 1 lines.

A discussion of the influence of Xy and some examples of spectra, cal­
culated with = - O.5zo and Xy = — 2x0, are presented in sections 5 and 9. 
For the strong lines of low energy it is possible to give simple rules for the 
changes in energies and reduced transition probabilities resulting from a 
finite

4. Reduced transition probabilities

The coherence and isospin properties of the excitations can be described 
in terms of the matrix elements of the multipole operators M(r = 0; 2 = 3,/z) 
and J/(r = l,r; Z = 3,/z) which were given above ((3.15) and (3.16)).

In our treatment only the v = 0 component of 3/(r = 1) is relevant.
Taking the square of the reduced matrix element from the ground state 

to the state in question (labelled 3’, a), we obtain two new quantities, namely 
the reduced transition probabilities 

and

(4.2)

ordinary electric transition operatorIn the same way, the

(4-3)

(4-4)

(4-5)

By - Btt

- I<3

«0

gives rise to

If for an excitation By vanishes, we shall call it pure r = 0, whereas 
Bo = 0 for a pure r = 1 excitation.
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The expressions for Bo and can be obtained as special cases from the 
general formula for B. This has been calculated by KS II under certain 
conditions. Following their derivation it is easy to get a generalized expression

and S'? is the derivative of Sp with respect to ha), the energy of the excited 
state :

S'p

x

as*
d(h co) Z I ((£(J) + X/'))2 - (W)2

I
«/’) + £(/)) (</>(/) + </>(/))2 »

(4.8)

S'n being the analogous neutron quantity.
The quantities en and ep are the effective charges of neutrons and protons, 

respectively.
Since we are taking all single-particle transitions into account, the effec­

tive charges for an E3 transition are the bare charges ep = e and en = 0. 
The expression for Bo, the r = 0 part of B, is obtained when using ep = en 
= 1/2 in (4.6) while Bx appears when ep = - en = 1/2.

The following relation applies to the three quantities

B - e2{[,B0 ± (4.9)

where the minus sign should be used if

(4.10)

which, due to the neutron excess, often is the case.
Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 1. 2
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If Xj = O (but x0 + 0) we obtain the simpler expressions

( Sp - Sw)2
4(S'P+ S'71)’

(4.11)

(4.12)

(4.13)

If x0 = 0 and 4= 0 we get the same formula for B, whereas the expres­
sions for Bo and Bt are interchanged because of the sign in the numerator 
in the general formula (4.6). For an arbitrary x0, xx mixture the sign is 
sometimes positive, sometimes negative. For the strong states of low energy 
it is found to be positive in the calculations below.

Inelastic scattering

While B is connected to electromagnetic excitations, Bo and Br are the 
relevant quantities in inelastic nucleon scattering.

When a particle passes through the nucleus, its motion is changed by 
the nuclear field and it interacts with the nucleons in a complicated manner.

In a simplified picture we may assume, however, that inside the nucleus 
the nucleons in a projectile interact with the nuclear field in very much 
the same way as the other nucleons do, and thus that the interaction essenti­
ally is of the form

2 {V,8 *%(./*)  M*  = 0; x = 3,//)
+ 2xi2r?y3/J)/*M(T = A = 3,/z)}, j C4-14) 

where we sum over the nucleons./ in the projectile. The r = 1, v = ± 1 terms 
govern the charge exchange reactions considered below. For inelastic scat­
tering without charge exchange the reduced transition probability will be 
proportional to

„?2f0(j)\2
xo |/^o ± xi ~ j (4-13)

or
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(4.16)

where
Bi
Bo

(4.17)

and k is the number of nucleons in the projectile. The plus sign should be 
used if Bo<B and the minus sign if B0>B. We note that we here have utilized 
the assumption of the simple isospin dependence of the interaction (4.14), 
whereas the precise dependence on the radial coordinate of the projectile 
nucleons is of minor importance.

Here, as in the following, we neglect the electromagnetic part of the 
excitation when we consider inelastic nucleon scattering.

the projectile contains only one kind of nucleons, i.e. when k = 1. If the 
projectile contains both protons and neutrons, the Bx part is somewhat 
washed away, and (4.16) comes closer to BQ.

The expression is simplified if either the total isospin of the projectile is 
zero, as for a-particles and deuterons, or if the relevant nuclear field with 
which it interacts is isospin independent (xx = 0). Then we get Bo. This 
means that we are exciting just the r = 0 part of the vibration.

If the excitation is either pure t = 0 or t = 1, only one of the terms sur­
vives, but in practice this situation is never reached (cf. sections 7 and 9).

One of the more interesting features in the expression is the interference 
between the two terms. Even when the state is fairly pure in r character, 
i.e. BoyyBr or BX>)BO, this interference gives rise to considerable variations 
in the relative cross sections, using projectiles with different isospin (cf. 
sect. 11).

Since the experimental material contains mainly measurements of B, 
and since the underlying theory for electromagnetic processes is more reliable 
than the theory of direct reactions, we will preferably discuss this quantity. 
However, we note that inelastic scattering, using different particles, may give 
in the future most valuable information on the structure of the excitations.

Charge exchange scattering

In the preceding section, we have discussed the inelastic processes con­
nected to r = 0 and r = 1, v = 0 excitations. Now, whereas the r = 0 part

2*
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of the interaction only gives rise to scattering, the r = 1 part may flip the 
isospin of an incoming nucleon, i.e. give rise to charge exchange reactions, 
involving excitations of r = 1, v = ±1 character. Let us consider a (p,n) 
process.

We use again the simplified expression (4.14) for the interaction between 
the incoming particle and the nucleus. For the t = 1 part the ratio between the 
nuclear matrix elements for isospin flip to non-isospin flip of the nucleon is 
given by

<7\-7) + l,ß|J/(r =1, v = l)\7\-7\)
- 1, r - 0)|7\ - 7’1>

<r1-r1ii|r1-T1+i><r1iiM(T- i>||7\> |

I T1-T1+l,/5> being a state in an odd-odd nucleus which is the isobaric 
analogue to the vibration \ 7\, ß) in the target. Thus, by studying the
relative probabilities for exciting low-energy stales in the target and ana­
logues in the odd-odd nucleus by protons we are able to learn something 
about the isospin dependence in the interaction between projectile and target.

Scattering via isobaric analogues and stripping

Without going into details we shall briefly sketch how we can obtain 
information on the structure of the octupole vibrations from stripping ex­
periments and from inelastic proton scattering via isobaric analogue states 
(states with T - 7)). For the sake of simplicity we only consider the last 
type of experiments. The generalization to stripping is straightforward.

When bombarding a nucleus, say (A\, Zß) which has (7', 7’0) = (7\,~ Tß), 
with protons, we are able to form various states |A\, Z^ + ßß) with (7’, 7)) 
= (711+|,-711+|) in the compound nucleus (Ay, Zx + 1), which are isobaric 
analogues to states | A\ + 1 ,Zlfß > with (7’, 7’0) = (7\ +|, - 7\ -|) of low 
excitation energy in the nucleus (N,Z) = (A\+l, Zß). The reaction ampli­
tude for the entrance channel is proportional to

<Ay,Z± + l,ß\a+ (proton) | Ay,Zlt ground state) 
in analogy to

< Ay + 1, Zx,ß I (neutron) | A\,Zlt ground stale), 

(4.19)

(4.20)
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the square of which is a spectroscopic factor for a (d,p) process leading 
from the target ground state to the low excited state ß in the nucleus (A7,Z) 
= (A\+l,Zß). Now, the compound state may decay by proton emission to 
some state in the target. In the decay the amplitude is determined by

{N1,Z1, y I a (proton) \N1,Z1+ l,ß~), (4.21)

which (if ß is not the analogue to the ground state) corresponds to a pick-up 
spectroscopic factor for neutron pick-up from an excited state in the target 
(A\ + l,Zr) to a state y in the final nucleus (Ar1,Z1).

One possibility of learning something about the structure of the octupole 
oscillations is thus to bombard an even Z odd N target with protons to form 
a 3~ isobaric analogue state in lhe compound nucleus. When this state 
decays through the different proton channels, this “pick-up” process 
provides information on the occupation of the different single-particle states 
in the 3~ oscillation.

As a simplified example, let the final state in the target be a single 
quasiparticle (J', m') + a quasiparticle vacuum, which is assumed to be the 
same as that in the compound nucleus, and let the emitted proton have 
quantum numbers j, m. The channel state is

= ±)x+(j',ni,t'o = - |) | 3/z > 10 > (4.22)
m 
m'

and the decaying state is the isobaric analogue to

B+(3,/z,a)|0' > (4.23)

(a one-phonon state with z = 3, //). By | 0 > and ]()'> we denote the rele­
vant phonon vacua. The overlap is

~ u(j,m)p(aj,j'), (4.24)

where p(x,j,j') is the amplitude for the /,/' two-quasiparticle excitation in 
the oscillation a.

When obtaining this result we have neglected the overall reduction factor 
2 T + 1 which appears in the transition probability for proton decay of an 
isobaric analogue state. This factor is easily understood, since we imagine 
that the isobaric analogue state can be formed by applying the isospin raising 
operator T+ to the low-energy state in the (A7 + 1 , Z) nucleus, i.e. by trans­
forming a neutron into a proton. However, there are 2 T + 1 excess neutrons 
which can be transformed. Thus, the particle with quantum numbers /, m only 
has the probability (2T + I)-1 of having t0 = 1/2 in the decaying analogue state.
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Another possibility to learn something about the structure of the 
octupole oscillations is to study inelastic proton scattering from an even-even 
target via an isobaric analogue state in the compound system to a 3 " oscilla­
tion in the target. In a naive approach we think of using preferably isobaric 
states which are known (or expected) only to contain to a very small amount 
a component of a single particle coupled to a 3“ state. In a decay of the 
analogue state in which a proton is emitted, leaving a hole together with 
the “last odd particle’’, we may thus directly gain information on the 
probability that the target 3“ state contains just this specific particle-hole 
component.

Let us therefore assume, for simplicity, that the compound state is just 
the analogue to a single quasiparticle + a quasiparticle vacuum, which is the 
same as for the target. Let again j,m be the quantum numbers for the 
emitted particle and m' those for the odd nucleon.

The channel state is

2«+(.Åm>/o = l)B+(3,,w, a)<jm3/z > (4.25)
m,/i

and the decaying state the isobaric analogue to

— tx+(j',in,t'o = -|)|0' >. (4.26)
The overlap is

- «) |/ ■ (4.27)

Again a reduction factor (27’+ l)"1 is introduced in the decay probability, 
when the isospin structure of the states is taken into account.

The major difference between the quadrupole and the octupole vibra­
tions is that, whereas the first ones are in general built up by many two- 
quasiparticle excitations of roughly the same energy and thus with amplitudes 
of comparable magnitude, the octupoles are often (cf. sect. 12) formed by 
some few unperturbed modes. For these modes the amplitudes are rather 
large (of the order of magnitude of unity) and thus more easy to measure.

Sum rules

In the analysis of transition strengths for multipole excitations the sum 
rides for reduced transition probabilities play a significant role.

The energy weighted sum of Ii values is given by the formula (ref. BM).
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/
(4.28)

In the first sum we start from a state i, e.g. the ground state, and sum 
over all states /', which can be reached by an E3 excitation. Ef and Ei are 
the two relevant energies. The last sum runs over all protons p.

From the derivation one immediately generalizes to get the corresponding 
sums for Bo and Bx for the excitations from the ground state:

£(£;*- £0)B(r - 0; 0 -> 3-,«)
a

- S(E« - W’ - 1, » - 0; 0 -> 3 -,<x)
a (4-29)

Here, p denotes protons, n neutrons. The index a runs over all available 
3_ states in the nucleus. The expectation values of r4 should be evaluated 
in the ground state. These expressions are slightly model dependent. In the 
derivation it is supposed that the multipole operator and the Hamiltonian 
commute, except for the kinetic energy part. This implies that the shell­
model potential is velocity independent and that it is permissible to neglect 
exchange effects. This is consistent with our approximations when we only 
consider the v = 0 excitations. Then we may use an octupole-octupole force 
which contains only the factor

z0 + 4xx /0(z) t0(j) (4.30)

which commutes with M(r = 1, r = 0) as well as with 3/(r = 0).
The single contributions to the sums ((4.28) and (4.29)) and the total 

sums we call oscillator strengths and total oscillator strengths, respectively. 
If the protons and neutrons contribute with equal amounts to the sums, 
then the total B oscillator strength is twice the Bo strength.

Due to the neutron excess, the contribution from the neutrons is actually 
often twice as high as that from the protons, which means that the total B 
strength is 4/3 of the Bo strength. This is partly due to an oversimplification 
in our treatment, because we use the same frequency in the harmonic 
oscillator potential for protons and neutrons. Thus, the protons are kept 
closer to the nuclear centre, and is t°° small. A better treatment

p
would be to use, e.g., Saxon-Wood potentials for protons and neutrons.
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When making the transformation from the unperturbed two-quasiparticle 
excitations to the resulting excitations, the total oscillator strengths are un­
changed. This is a purely mathematical statement.

Thus the magnitude of the total B,B0 and B} strengths may be calculated, 
e.g., in a simple model of non-interacting particles in a pure harmonic 
oscillator potential.

When using a model in which the levels closest to the Fermi energy z 
are chosen empirically, as we do below, we introduce an element of incon­
sistency, due to the fact that we are not sure that these levels can be calculated 
with the help of any velocity independent potential. It is also immediately 
seen that, when pushing levels around in a somewhat arbitrary way, the 
total oscillator strengths cannot be expected to be constant. Since, however, 
this pushing concerns mainly levels near the Fermi level and some of them 
move up and others move down, the effect is actually very small (at most 
some few percent).

Sometimes the so-called isospin zero part of the total B oscillator strength 
is considered (ref. 11). This quantity is Z/A limes the total strength and in 
our treatment it has not any very distinct meaning.

5. Octupole coupling in simple examples

Before discussing the spectra of real nuclei it may be instructive to con­
sider the simple case of one proton line and one neutron line coupled by 
the octupole force.

To obtain a measure for the strength of the excitations it is convenient 
to define

FV = |Sl </2ÅI I U1Å> |2(«O’l)Kj2) + KJlXA))2 (5.1) 
kk \a/

summing over all the proton states and j2. The analogous neutron quantity 
is Fn. The factor | is chosen because each term in the sum appears twice.

When the two lines are of equal energy and strength (F? = Fw) the resulting 
spectrum consists of a pure r = 0 mode and a pure r = 1 mode. For the 
first one, energy and strength are determined only by x0, the r = 0 part 
of the force, and for the second one only by Xj (fig. 1).

When F? 4= Fn, but the two lines remain in the same position, the resul­
ting modes become of mixed isospin character, but still the low-energy mode
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Fig. 1. Position of the two resulting lines for constant z0 and different values of x19 when the 
unperturbed spectrum consists of a protron line Fp = 50, and a neutron line Fn = 50, both 
placed at 1 MeV. The line of lowest energy is independent af B, Bo and Br are given in 

arbitrary units, obtained when a = 1 (cf. equation (4.6)).

is mainly r = 0, determined by x0, and the high-energy mode mainly r = 1, 
determined by Xj (fig. 2). This is correct, even if there is rather strong 
asymmetry in the unperturbed spectrum.

When x0 is constant and - increases, the low state becomes purer 
with respect to isospin. This may be considered in two ways.

1) When xx is introduced, it sucks some of the r = 1 part from the low 
excitation, which then becomes purer. Thus decreases while B and 
Bo approach each other.

2) When is introduced, xn and xp are diminished whereas the proton­
neutron force becomes stronger. If, e.g., the state is preferably built 
up by neutron excitations (Fn)Fp), they lose influence and more 
proton excitations are mixed in. Thus, B increases while Bo decreases. 
(The strong component of the excitation is weakened).

It is interesting to note that even when Xi = - 2x0 (the nn and pp forces are 
repulsive) there is a low-energy collective state. The reason is, that now xnp = 
3x0, i.e. the neutron-proton force is strongly attractive. For the high-lying mode 
the energy goes up when - Xj and thus xnp increases, since it becomes mort; 
difficult to separate neutrons from protons. From the sum rules it follows 
immediately that when Fp + Fn the two resulting modes cannot at the
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Fig. 2. Spectra for constant x0 and different values of when the unperturbed spectrum is 
Fp = 40 in 1 MeV and Fn = 60 in 1 MeV. Again a = 1 (see fig. 1).

When xx = — 0.5 times the x0 value from the figure, but x0 = 0, a line with B = Bo = 24, 
Bt = 0 appears in 1 MeV and another one with B = 14.1, Bo = 0.9 and = 22.1 in 1.14 MeV.

same time be of pure isospin type. When is introduced, the low-energy 
mode becomes of r ~ 0 type, but then the high-energy mode must be of 
mixed isospin character, i.e. Bo 4= 0.

Let us now proceed to the other possibility for asymmetry in the unper­
turbed spectrum, viz. the case where Fn = Fp but the two lines have different 
energies (fig. 3). The variations in B are easily understood, when it is 
remembered that if is introduced, e.g. more of the high-energy unperturbed 
mode is mixed into the resulting state of lowest energy. It is obvious that 
when the forces are so strong that the distance between the two resulting
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Fig. 3. Spectra for constant x0 and different values of xx, when the unperturbed spectrum is 
Fp = 50 in 1 MeV and Fn = 50 in 1.5 MeV. When Fp and Fn are interchanged, B gets the 
values indicated by dashed lines, while Bo and Bt are unaffected. Again a = 1 (see fig. 1).

modes is much greater than the distance between the unperturbed lines, 
we are again close to the symmetric case of fig. 1, but we learn that the 
situation with rather pure modes is reached much earlier.

6. Effects of shell structure

In order to obtain qualitative insight into the manner in which the shell 
structure affects the resulting spectrum we shall in this section, in some 
simple examples, study the energy distribution of B oscillator strength, 
using an isospin independent octupole force.

Let us first consider a system of non-interacting particles in a pure 
harmonic oscillator potential.

By 3“ excitations a particle can be raised either one or three shells, 
giving one group of excitations at an energy hw0 and another one at 3/ico0.
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To find the oscillator strength distribution on these two groups we define, 
for the proton excitations (cf. (5.1))

< kJz I I y3 (7) Ï3 I 1 hjl > I2(u(j‘l) "(./2) + “(jz))2’ (6-1 )

^2=2 2 l<W2ll ^(7) l'3IIGA>l2(«Gi)y(j2)+ ^å)u(å))2, (ß-2)

J7V = 3 \r /

where A N is the change in principal quantum number from jr to j2.
Analogous quantities Ff and F% are defined for neutrons. Apart from 

a trivial factor, 77f is simply the sum of the 13 values for all the transitions 
to the states of excitation energy ha)0, i.e.

2 B(E3; 0 ->3-, a) = e2o6Ff.
a(JAr = 1)

(6.3)

It is easy to calculate Ff, and F£ can then be found from the energy weighted 
sum of B values (4.28).

For the lightest nuclei Ff = 0, since a 37zco0 transition is needed to 
form a 3“ state. In the limit of very heavy nuclei Ff — Ff.

For Z = 20 we get Ff/F$ = 70 °/0, for Z = 40 we obtain 76°/0 and for 
Z = 70 the ratio is 82°/0. This means that in a very large Z interval the sum 
of B values for excitations of energy ha)0 is approximately 3/4 of the sum 
of B values for 37zca0 excitations. The A AT = 1 excitations contribute about 
2O°/o to the total B oscillator strength.

When we introduce an isospin-independent octupole-octupole force 
between the nucleons, the neutron and proton excitations at 7zco0 couple 
and give an unshifted line at hw0 and a line with lower energy, as ex­
plained in the preceding section (cf. fig. 1). The same is the case for the 
neutron and proton excitations at 31ïa>0, and finally there is a coupling 
between the lines in the two energy regions. This is illustrated by fig. 4. 
The x value is taken from the detailed calculation below, where it is fitted 
by the experimental data. We see that the introduction of the octupole force 
does not push the lines very far down, and the oscillator strength, placed 
on the low lines, is almost unchanged. This result is, however, very sensitive 
to the strength of the octupole force. If x is increased by about 35°/0, the 
low line comes down to zero energy, i.e. the spherical shape becomes un­
stable in this model.
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Fig. 4. Resulting spectrum for a simple model of the nucleus A,Z = 90,40, when = 0 and 
x0 4= 0. The unperturbed lines are dashed, the resulting ones fully drawn. The proton and neutron 
lines are denoted by p and n, respectively. The unperturbed lines are concentrated in ha>0 (= 9.15 
MeV) for d N = 1 and in 3ha)0 for A N = 3, and they are represented by their strength F, intro- 

(Sp)2duced in the text ((5.1) and (6.1)). For the resulting states F = where S' = S p + S n. The 

value for x0 has been taken from the detailed calculation (sect. 15). If S is 35% smaller, i.e. 
if x0 is 35°/0 greater, the spherical shape becomes unstable. In the unperturbed spectrum the 
A N = 1 lines contribute with 20% to the total B oscillator strength. The two resulting lines of 
lowest energy contribute with 21 •5%, the lowest one alone with 9.5 %.

The spectrum is independent of the atom number A under the following conditions : 1) The 
slow change in the ratio F^lF% with A is neglected, 2) The ratio between neutrons and protons 
is kept constant, 3) The coupling constant x varies like A-2. This x variation was suggested in 

section 2 by a simple scaling argument.

The deviation of the actual central nuclear field from that of a harmonic 
oscillator has important effects on the octupole spectra. Thus, the broadening 
of the shells leads to a smearing out of the oscillator strengths in the h co0 
and the 3fico0 regions.

Of special significance for the low-energy spectra is the spin-orbit split­
ting which pushes levels down to the shells below. This means that inside 
the partly filled shell there are transitions (a weak and a strong one, de­
pending on whether spin flip is involved or not) the energies of which are 
prevented from going to zero essentially only by the pairing gap. The effect 
begins to be of importance with the 4<y9/2 level around A = 80. It is illu­
strated by a simple model in fig. 5. For the first excited state S(= S^ + S71) 
and thus the energy is largely determined by the low-energy unperturbed 
line, but B receives very substantial contributions from the higher fines.

For a more detailed study of the effect of the spread in the single-particle 
spectrum we go on to fig. 6. In fig. 6a all the low-energy single-particle
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Fig. 5. Illustration of the influence of the strong transition inside the partly filled shell to the 
lowest resulting line for the nucleus A,Z = 90,40. The strengths F? and F% are placed in ha>0 
and 3fito0, respectively, with the exception that the strong 3p3/2-4g9/2 line is placed at the 
expected position 3.27 MeV — l/3/icoo (shown by dashed lines). The situation here is especially 
favourable to the low energy transition, since for this one the u v factor in the numerator in 
S is almost equal to unity. (The transition goes from an almost filled to an almost empty level).

In the detailed calculation (sect. 15), the collective mode of lowest energy occurs at 2.61 
MeV (shown by an arrow). If we use this energy in the model, Sf = 434 and Sf = 90. 
The contribution to Sp from the lowest-lying unperturbed line is 254. We can illustrate 
the influence of the higher-lying unperturbed lines on B in the following way. Let us first 
calculate B by taking only and S p from the transition of lowest energy into account, 
subsequently by including all the J N = 1 lines, and finally by also including the /I .V = 3 lines 
(keeping E fixed). In this case, the ratio of B values is 1 : 2.9 : 4.2. In the detailed calculation 
S'f = 537, which is more than found above, because of the influence of the broadening of the 
shells. The quantity Sf should be changed less. Using the value from above, Sf/Sf ~ 90/537 ~ 

17°/0, which should be a reasonable value.

transitions are placed as in a preliminary calculation, roughly equal to that 
in sect. 15. All the high-energy transitions are placed at 3/1 co0. As a standard 
nucleus Sn116 is chosen.

Fig. 6b shows the picture when the octupole force is introduced. In the 
low-energy region two strong lines appear, one governed primarily by the 
transitions inside partly filled shells, and another one by the transitions 
between neighbouring shells. From table 1 it appears that these two lines 
contain about 10°/0 of the total B oscillator strength, i.e. the same amount 
as the line of the lowest energy in the simple harmonic oscillator picture 
in fig. 4.

In the medium region around hco0 many weak lines show up. In total 
they contain 23 °/0 of the B oscillator strength, which is 5°/0 more than when 
x0 = 0.
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Fig. 6. Histogram of the energy distribution of B values for Snlle.
a) The unperturbed spectrum with the proton lines fully drawn and the neutron ones dashed. 

The d N = 3 levels are concentrated in 3ha)0. The position of the A N = 1 levels comes from 
a preliminary calculation and is somewhat different from the values used in section 15. 
The B value in a) is calculated with an effective charge e on all nucleons.

b) The spectrum when the isospin independent octupole force is introduced (S = 0.578 x A3'3, 
which corresponds closely to = 0.45 x A313 used below). For the medium region around 
h(joo, histograms of Bo and Br are inserted. For the strong lines above and below this energy 
region, Bo and Bt are written above the lines. Bx and Bo are in units of IO-74 cm8.
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Fig. 6. Histogram of the energy distribution of B values for Snw.
c) B, Bo and B1 for xr = — half the x0 value from b) and x0 = 0.
d) The spectrum in the 3/ico0 region when F2 is smeared out between 2.5 ha>0 and 3.5 hco0 and 

x0 is the same as in b). (For computational reasons the region of proton F2 lines is pushed 
down 0.2 MeV compared to the neutron F2 region).

e) The change from d), when xx like in c) and x0 = 0.
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Fig. 6 g.
Fig. 6. Histogram of the energy distribution of B values for Sn118.

f) The change from d), when x0 = 0 and xx four times stronger than in c).
g) Histograms of B, Bo and Bt when x0 has the same value as in b) and = —0.5 x0. The un­

perturbed spectrum is for the same as in a) and for F2 the same as in d).

Finally, we get two high-energy, strong lines. They are not realistic but 
appear because of the concentration of the F2 transitions at 3/iw0.

To get some insight into the way in which smearing out of the 3ha>0 
transitions affects the picture we consider a crude model, the main results 
of which are shown in figs. 6d, e and f (figs. 6e and 6/’ are discussed in 
sect. 8). The unperturbed 3/ico0 lines are distributed with constant density 
between 2.5hco0 and 3.5/ico0. This change in the model from above affects 
the lines only slightly in the ha0 domain, and therefore they are not shown.

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 1. 3
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Table 1. Contributions (here called relative oscillator strengths) to the energy-weighted sum of 
B, Ba and Br for the two low-lying strong levels in the resulting spectrum of Sn116 from the 
model of fig. 6 and for the two high-lying levels which occur when B2 is concentrated at 3 ha>0.

The data are given for a pure x0 force (denoted x0) (the force from fig. 6 b), for a mixed 
force with same x0 and = —0.5 x0 (denoted + (the force from fig. 6 g), for this value
of Xj and x0 = 0 (denoted xx) (force from fig. 6 c), and for Xj^ four times greater and still x0 = 0 
(denoted 4xj). Finally, “none” means the sum fractions from the unperturbed spectrum, i.e. 

when x0 = Xj = 0.

levels force rel. B
osc. str.

rel. Bo 
osc. str.

rel. 
osc. str.

two low-energy strong «0 70/' /o 17°/1 ' io 1 Io

levels XO + X1 8°/o 17°/0 1/ 0/12 l0

*0 67°/0 64% 800/o
Xi 72°/0 8O«/o 83«/0

two high-energy levels 4xt 77°/ ' ' /o 79o/o 91 %
X0+«i 670/0 640/0 83o/o
none 72«/0 790/0 79o/o

As was to be expected, the oscillator strength is pushed somewhat to 
the low-energy end of the region, where stronger lines are built up, while 
a great part is left as a rather constant background (fig. 6d).

We note that the force is not able to form a very strong line in the gap 
between and F2. This is partly due to a cancellation effect; the contribu­
tions to S from I1\ and F2 have opposite signs. Attempts to press a greater 
part of the oscillator strength down from the 37ico0 region does not result 
in the formation of a strong line in the gap, but makes the strength go further 
down to the 7ico0 region. If only the 37t<z)0 unperturbed lines are included 
in the Sn spectrum, the x0 value from fig. 6d is just strong enough to place 
the resulting state of lowest energy at the edge of the F2 region. When x0 
is made twice as large, the state comes down from 20.6l MeV to I 7.95 MeV 
and the contribution to the total B oscillator strength increases from 2l °/0 
to 32 °/0. If x0 is once more multiplied by two, we are very near unstability 
of the spherical shape of this fictive nucleus. The state appears al 7.63 MeV, 
but only contains 38°/0 of the B oscillator strength and 62 °/0 are still left 
in the 37iw0 region.

From the discussion above we expect the spectrum in a nucleus to 
consist of some few, strong lines of low energy (2-5 MeV) and many weak 
ones distributed rather uniformly in the 7ico0 and 37ioj0 regions.

When going from nucleus to nucleus the qualitative picture of the spec-
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Fig. 7. The B values in the low-energy spectrum in A,Z = 208,82. Resulting lines fully drawn, 
unperturbed dashed, p and n denote proton and neutron two-quasiparticle excitations, respec­
tively. The B values in the unperturbed spectrum are calculated by giving all particles effective 
charge e. Note that the proton lines of highest energy indicate the start of the “continuum” 
of states in the ha>0 region.

The single-particle levels come from a preliminary calculation, using the same neutron 
levels as in case 9 a and KSII proton levels (cf. sect. 15):

#7/2:0, d5,2:0.8, 7t11/2:2.1, d3/2 : 2.6 and s1/2 2.95 MeV. In this calculation c0 = 0.413.

trum in these two regions should vary rather slowly, the variations being 
essentially brought about by the changes in intershell distances and the 
broadening of the shells.

The low-energy, strong states are expected to vary much more quickly 
in position and B value, since they are very dependent on the energy and 
the number of particles available for the transitions inside the partly filled 
shells. This is the reason why we concentrate on this part of the spectrum 
in the detailed investigation below.

The fine structure in the low-energy part of the unperturbed spectrum 
has a strong influence on the distribution of the oscillator strength among 
the very lowest-lying resulting states. We shall give some characteristic 
examples in concluding this survey of the qualitative features of the spectrum. 
The examples are chosen from the numerical calculation in sect. 15.

The general, well-known trend is that the level of lowest energy has a
3*
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Fig. 8. The B values in the low-energy spectrum 
notation as

---------- resulting states

----------two quasi particle 
states

in A,Z = 142,60 (case 8a in section 15). Same 
in fig. 7.

small S' = S'p + Sn and thus a great 13, whereas the opposite is true for the 
following ones.

An example is given by the double magic Pb20S, for which the lowest 
part of the spectrum is shown in fig. 7. In this and the following figures only 
the 6 — 10 lowest states are included. It should be kept in mind that the 
unperturbed lines of greatest energy in the ligures are just the lowest ones 
of the numerous states forming almost a continuum up to 10-15 MeV, as 
shown in fig. 6.

For a non-magic nucleus the single-particle transitions inside partly 
filled shells in general all have energies well below the intershell transitions. 
This gives rise to a gap in which a collective state may appear, and thus the 
oscillator strength in the low-energy part of the resulting spectrum is in 
general split into two or more parts. Figs. 8 and 9 refer to a neutron-magic 
and a non-magic nucleus.

A special line structure effect in the very lowest end of the spectrum 
is seen when the lowest unperturbed transition is weak (due to the uu factor 
or because spin flip is involved). This is illustrated by fig. 10.

Table 2 gives the contributions to the total 13 and 130 oscillator strengths 
for the lowest stales. We see that the strength in the low part of the spec-
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Fig. 9. The B values in A,Z = 148,60 (case 8 a in sect. 15). Same notation as in fig. 7.

trum, is fairly constant, although it may be distributed in different ways 
among the lowest states. In A,Z = 142,60 the lowest level is moderately 
collective (closed neutron shell) and in A,Z = 148,60 it is very collective. 
(We note that the increase in B and decrease in E just compensate each 
other).

For the next nucleus in the table the lowest state is especially weak, 
while for A,Z = 90,40 the collective state is fairly high in energy and largely 
governed by the strong proton transition across the closed Z = 40 subshell. 
This gives rise to an especially great contribution to the B strength.

7. Examples of the isospin structure of the excited states

In this section we shall give examples of the isospin structure, i.e. the 
relative magnitude of B, Bo and Blf for the excited states which we find 
below, using the x0 force. To start with the strong low-energy lines we see
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Fig. 10. The B values in A,Z = 132,54 (case 7b in section 15). Same notation as in fig. 7.

from tables 3 and 4 that Bo is of the order of or greater than B, and 
This means that the lines, as was to be expected, are fairly pure t = 0. 
This is the case even for single closed shell nuclei, where you might expect 
a greater r = 1 mixing.

The tables teach us further that even small r = 1 impurities are able 
to change the ratio of Bo to B so that it differs considerably from unity. 
Because of the neutron excess, Sn for the lowest level is in general greater 
than Sp, and thus Bo > B. Since for this level Bo is never much smaller than 
B, it follows from the considerations in section 4 that it contains a greater 
part of the 7?0 oscillator strength than of the B strength (see also table 2).

The levels in the Iim0 region (fig. 6 b), which although individually weak 
contain in total an appreciable part of the B oscillator strength, are very 
often of mixed r = 0 and r = 1 type (Bo ~ Bx). However, r is less sig­
nificant here. In the 37ico0 region of fig. 6 b we get a rather pure r = 0 
state and a pure r = 1 state, due to the fact that we have concentrated 
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Table 2. Row I gives for some nuclei the relative contribution to the total B oscillator strength 
from the resulting level of lowest energy, and row II the contributions from the five states of 
low’est energy.

Rows III and IV give the same quantities for the B„ strength.
The contributions to the Bx strength are always very small.

A,Z

I.....................................
II  

Ill  
IV

142,60 148,60
case 8 a case8a

2.5»/0 2.5°/„
6 °/o 5.5o/o
5 °/0 8 °/o

16 °/0 16 °/0

132,54 90,40
case 7 b case 3

Table 3. E (in MeV), B (in e2 101 f6), Bo and Bx (in 104 fR) for all the lowest lying resulting states 
for some nuclei, when a pure isospin-independent force is used. The data come from the general 
calculation in sect. 15, with the exception that for A,Z = 120,50 the proton transition 4<79/2 - 57i11/2 

was placed 0.8 MeV higher.

E
A,Z = 90,40

E
A,Z = 120,50

B B0 B1 B Bo B,

2.61 8.4 6.3 0.2 2.51 7.0 21 3.6
3.77 0.4 0.4 io-6 3.31 5 x IO-2 0.1 io-2
4.23 1.7 2.2 0.04 4.48 6.2 7.6 8 x IO’2
4.73 0.2 0.4 0.07 5.14 0.1 4 x IO“2 io-2
4.80 0.5 0.2 0.07 5.29 2.4 0.4 0.8
5.07 7 x IO“3 0.8 0.7 5.65 5 x IO-2 0.2 5x IO“2

E
A,Z = 142,60

Bx
A,Z = 148,60

B Bo E B Bo Bx

1.92 15 16 3 x 10~2 1.36 21 46 4.8
2.65 0.4 0.5 9 x IO-3 2.41 0.9 0.4 2.6
3.77 6.6 20 3.4 2.67 0.4 2 x IO-2 0.2
4.44 0.6 0.5 io-2 3.83 0.2 0.6 0.1
4.70 1.9 5 x 10-2 1.3 4.30 8.8 12 0.2
5.12 3 x 10-3 1.5 1.6 5.18 io-2 4.2 3.8
5.56 0.8 3.2 0.7 5.35 0.1 1.7 1.0

5.58 io-2 5xl0-2 io-2
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Table 4. BJBo for the two strongest lines in the low-energy spectrum of some nuclei from case 
8 a (see detailed calculation in sect. 15).

A,Z 138,56 140,58 142,58 142,60 144,60 146,60 148,60

lowest level.................
next, strong level . . .

0.03
0.18

0.01
0.17

0.10
0.10

0.002
0.17

0.04
0.10

0.08
0.04

0.10
0.02

all the 37lco0 transition stre 
In a real case we would

ngth on 
expect

a single neutron 
the 3hœ0 region

and a single proton line, 
to look somewhat like

the hco0 one.
If F2 is smeared out in the same way as in tig. 6d, a rather strong r = 0 

state is formed at the low end and Bo falls off when we go upwards, whereas 
Iix is constant in the region. This result is, however, dependent on the model. 
Variations in the relative and absolute density of neutron and proton states 
may influence the picture considerably.

8. The possible existence of strong r ~ 1 lines

As seen in sect. 5, we can in the case in which we use an isospin inde­
pendent force primarily expect to treat the t — 0 states correctly while the 
x — 1 states are mainly determined by the magnitude of xx. To gel information 
on the distribution of the oscillator strength and the possible existence 
of strong t — 1 states we therefore, in this section, study the spectrum of 
our standard nucleus Sn116 (fig. 6) when a pure xx force is used.

When F2 is concentrated in 3ha>0, a strong r ~ 1 line and a r = 0 
line are formed in the high-energy end of the spectrum (fig. 6c). If xx is 
made four times stronger, the line of highest energy appears at 30.68 MeV 
with (B, Bo, Bx) = (8.3, 0.6, 13.2). The influence of the Zl N = 1 lines is 
very small. If they were left out, the x = 0 line would be unchanged, the 
t — 1 line would be 10 — 15 °/0 weaker. The oscillator strengths from table 1 
show the expected variations. If the 3/ico0 lines are smeared out between 
2.57ico0 and 3.5hœ0 the oscillator strengths are practically unchanged, but 
the tendency to forming a distinct high-lying r — 1 state is considerably 
weakened, as seen from figs. 6, e and f, especially if = -O.5xo.

Of particular interest is the problem whether strong x — 1 lines could 
be expected in the lower energy part of the spectrum. It is striking that 
in the present model no such lines appear in the gap between the Zl Ar = 1 
and the Zl N = 3 excitations, not even when = — 2x0. This is due to 
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the same cancellation elïect as considered in sect. 6 in connection with the 
investigation of the possible existence of slates in the gap below the 37iœ0 
region (for pure x0 force), but the effect is even stronger here, since the 
density of the oscillator strength in the high-energy end of the unperturbed 
spectrum in the hco0 region is small, i.e. the levels are weaker and are more 
widely spread. We will study this point again below, using a + force.

In the hco0 region many weak states, often of mixed isospin character, 
appear and even in the lowest part, where the nuclei show more individual 
trends, a study of some nuclei of different types has revealed no tendency 
to formation of stronger r = 1 states. We are led to conclude that, with 
the models and values which we have used, there is no pronounced 
tendency towards building up individual very strong r = 1 levels. Even 
in the A N = 3 region the Bx oscillator strength is expected to be smeared 
out over a broad energy interval, unless Xy is very strong.

As mentioned above, the interaction matrix elements for the AN = 3 
transitions are less reliable than for A N = 1, and this may give rise to modi­
fications.

9. Modifications in the spectra, when =t= 0 is introduced

On the basis of the discussion of the simple examples in section 5 and 
the cases of pure x0 and pure Xj force (sects. 6 and 8) it is easy to understand 
the qualitative effects of an octupole coupling which contains both isoscalar 
and isovector components. An example is given in fig. 6g.

In the 37Î œ0 region of the spectrum the Bo oscillator strength is pushed 
downwards, Bx upwards.

A concentration of B, coming from r — 0 levels is formed in the low 
energy end and a concentration of B, coming from t — 1 levels is formed 
at the high end. However, the tendency for forming a distinct, high-lying 
T — 1 line is only weak. When = -2x0, this is no longer correct. A line 
with B = 7.74, Bx = 10.72 (same units as in fig. 6) is formed at 31.95 MeV, 
containing 32 °/0 of the total B oscillator strength and 7 7 °/0 of the Bx strength. 
This is rather near to the results for a pure xr force. We note that this con­
centration is only reached when we use a Xj value, which is very large 
compared to the tentative theroretical estimates. Table 1 gives relative oscil­
lator strengths for different xx values in a spectrum in which F2 is con­
centrated in 371 <o0. If F2 is smeared out, the figures for B, Bo and B1 are 
practically unchanged in the 37tco0 region.
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Table 5. E, B and _B0 for some selected resulting states as discussed in the text. Units as in 
table 3. The data are given for pure x0 force, for x0 + x1; where xx = — 4x0, and for x0 i xt force 
with xr = — 2x 0. The magnitude of x0 is the same in all three cases.

The results for Sn116 are due to the same calculation as in table 3.

Xj = 0 = ~ Xj = — 2x0 Nucleus (A,Z)

E................... 2.26 2.45 2.65 116,50
B................... 5.7 6.8 8.0 lowest excited state
Bo................... 16 14 12

E................... 2.61 2.63 2.66 90,10
B................... 8.4 8.0 7.6 lowest excited state
Bo................... 6.3 6.5 6.8

E................... 1.36 1.50 1.61 148,60
B................... 21.0 21.5 21.6 lowest excited state
Bo................... 45.8 35.0 27.1

E................... 4.65 4.66 116,50
B................... 9.0 8.7 8.5 next strong state
Bo................... 8.2 8.3 8.2

E................... 4.30 4.31 4.32 148,60
B................... 8.8 9.2 9.6 next strong state
Bo................... 12.0 11 11

E................... 4.70 4.75 4.79 142,60
B................... 1.9 1.1 0.5
Bn................... 0.05 0.1 0.2

In the medium region around hcoo, the states are weaker since some 
T = 0 strength is sucked down by x0 and some r = 1 strength upwards by 
xl. If only the lines are included in the unperturbed spectrum, a calcula­
tion using the same values of x() and as in fig. 6 g gives the perhaps some­
what surprising result that no strong t ~ 1 line is formed above the F1 lines. 
This reminds us of what happened when only F2 was included. In sect. 6 
we saw that then a rather strong force x0 was needed to suck a greater part 
of the oscillator strength out of the unperturbed lines.

In the low-energy spectrum, the presence of xx tends to decrease Z41, 
and this may have considerable influence on B and Bo. A quantitative 
insight requires a more detailed study. For the resulting state of lowest 
energy the changes depend on 1) the relative magnitude of Sp and Sn, 
2) whether the near-lying unperturbed modes are neutron or proton excita­
tions. When Sn > Sp,Xi tends to mix more proton motion into the state, B 
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increases and Bo goes down (see the data for A,Z = 116,50 in table 5). 
The opposite trend is observed when Sp > Sn (e.g. A,Z = 90,40). It may be 
noted that only few cases exist where Sn < SP(B(} < B) for the lowest state.

Some modification arises from the low-lying modes. An example is 
A,Z = 148,60 (table 5). Here, S” > Sp, and thus B increases when is
introduced, but only very little, since the lowest and strongest unperturbed 
transition inside the partly filled shells is a proton one (fig. 9), the role of 
which is weakened by xx.

In all the above mentioned cases xx makes the state less collective in 
the sense that E is increased. In A,Z = 142,60 we lind an example where

~ B (the neutron excess and the closing of the neutron shell neutralize 
each other). Then E,B and Bo are almost independent of whether xx = 0, 
xx = -0.5x0 or xx = -2x0 (table 6).

For the next strong excitation in the low-energy part of the spectra the 
rules from above may be used, but it may happen that B and both move 
up or move down, when xx is introduced. For the weaker levels one should 
be more careful by using simple arguments, since there is a strong dependence 
on the nearest unperturbed modes. Finally, table 5 gives an example (from 
A,Z = 142,60) of a line which is mainly of r = 1 character. (The line comes 
between a proton and a near-lying neutron mode). When the r = 1 part 
of the excitation is shifted to higher energy, B decreases strongly.

10. Simultaneous adjustment of x0 and Xj

When fitting the experimental energies by an isospin independent octu­
pole-octupole force we make of course a systematic error. In this section 
we shall sketch briefly how our results would have been changed if a fit 
to experimental energies had been made by some general x0,xx mixture.

When, for the lowest state, B and Bo are different as, e.g., for A,Z = 116,50 
we see from table 6 that we are able to make very great variations in B 
and Bo, by keeping the energy fixed and varying x0 and xx simultaneously. 
This is not possible, however, when Bo — B as is the case for the next, 
strong state in A,Z = 116,50 or for the lowest excitation in A,Z = 142,60. 
For the energies we obtain the result that states with great difference between 
B and 7?0 move upwards relative to the states for which B and Bo are equal, 
when xx is introduced. An example is given in fig. 11. By applying these 
simple rules it is easy to predict the variations and we have not gone further 
into a systematic study.
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A,Z = 88,38 case 4 a

A,Z = 112,48 case 5bA,Z = 116,50 case 6

4.17

2.15
9.1

17
1.1
0

2.13
15
18

0.1
0.17

«i = -2x0 
c0 = 0.42

E
B
Bn
Br 
b

2.14
12
18
0.5
0.09

4.20
6.6
4.7
0.2

- 0.09

E
B
Bo
Br 
b

3.93
4.5
1.6
0.7

-0.33

4.04
2.1
1.1
0.1
0.72

4.23
7.5
4.6
0.4
0

2.16
17
22

0.4
0.24

E 
B 
Bo
Br 
b

Table 6. E, B, Bo, B1 and b in the same units as in table 3 for the two strongest, low-energy 
lines in some selected nuclei for different values of xv For Xj 4= 0 we have chosen x0 to give the 

lowest-lying resulting state approximately the same energy as when Xj = 0.

E
B
Bo
Br 
b

2.18
11
20

1.3
0.13

E
B
Bo
Br 
b

5.5
4.6
0.04

- 0.18

E
B
Bo
Br 
b

3.82
6.3
1.8
1.4
0

Xj — 0.5xo 
c0 = 0.435

Xj = 0 
c0 0.45

A,Z = 142,60 case 8a

E 2.74 4.63 E 1.92 3.77

Xi = 0
B 6.2 1.4

xL = 0
B 15 6.6

Bo 4.9 3.7 c0 = 0.45 Bo 16 20
Cn = 0.48

Br 0.07 0.5 Br 0.03 3.4
b 0 0 b 0 0

E 2.75 4.70 E 1.92 3.89
B 6.0 1.9

Xj = — 0.5 x0
B 15 8.5

= -0.5 x0 Bo 5.1 3.4 Bo 16 16
C() = 0.48 c0 = 0.45

0.01Br 0.03 0.2 Br 1.3
b 0.04 0.13 b 0.02 0.14

E 2.77 4.76 E 1.92 1.00
B 5.8 2.4 B 15 9.9

Z[ — 2x0
Bo 5.3 3.1 = -2x„

Bo 15 13
Cn = 0.48 c0 = 0.45

Br 0.01 0.05 Br 0.003 0.3
b - 0.08 0.25 b 0.03 0.28
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------------ 1---------1------1--------- 1----- 1 I----- 1--------- 1------!------1------1----------------------------------------*
56 58 60 62 Z
138 140142 142 144146 148 144 146 148 150 A

Fig. 11. Experimentally and theoretically determined values of the lowest resulting energy in 
nuclei in case 8 a from section 15. The theoretical values are calculated for different x0 and xv 
c0 is defined by = 7/x0 = cox A5/3 where x0 is the effective force constant as discussed in sections 

13 and 14. A is the atomic number.

Only one comment is left. As will be discussed below, it is almost always 
possible for = 0 to use a smoothly varying x0 in different regions of the 
periodic table. An exception is e.g. the nucleus A,Z = 90,40, for which a 
somewhat smaller x0 is needed to reproduce the experimental energy. As 
seen above, the theoretically determined energy is practically unchanged 
when 4= 0 is introduced (since B ~ Bq). Thus, 4= 0 cannot provide a 
greater x0.

11. Influence of on inelastic scattering

In the preceding sections we have discussed the influence of Xj on B 
and Bq which two quantities are relevant in Coulomb excitations and in 
the scattering of isospin-zero particles, respectively.

For some few examples, table 6 gives the quantity b, defined in sect. 4, 
especially connected to scattering, e.g. of protons or neutrons.

For Xj = 0, b vanishes, but already for xx = -0.5xo, in some cases it 
is so large that it should influence the relative cross section considerably. 
E.g. for \b\ = 0.1, the relative cross section for inelastic proton and a 
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particle scattering should diller by 20 °/0. From a comparison of the results 
in the table with those from the detailed calculation (tables 21 to 36) it is 
easily seen where the greatest effects are expected.

12. The collective character of the states

'fhe amount of collectiveness in the excitation can be demonstrated, e.g., 
by comparing 71 with the single-particle estimate Bs.p. (table 7). It may be

Table 7. The ratio for some selected nuclei of the predicted B value (from the detailed calcul­
ation) to the single-particle value, using for this last one the estimate 

Bs p = 0.416 A2 e2 10- 78 cm6.

case 1 2a 3 a 5 a 6 7 a 7 b 7c

A,Z............. 60,28 88,38 96,42 110,48 116,50 124,52 124,52 124,52

16 24 23 14 12 6 3 17

case 8a 8a 8c 8c 9a

A,Z............. 140,58 150,62 140,58 150,62 208,82

13 35 20 45 33

mentioned that, when the single-particle transition of lowest energy goes 
from an almost filled to an almost empty level, every one of the particles 
gives a contribution to B, which thus may be large without any coupling 
between the excitations. More detailed information on the states is obtained 
from a study of the relative magnitude of the amplitudes for different two- 
quasiparticle creations and annihilations in the resulting excitation p(a,./i,./2) 
and q(<x,ji,j2) introduced in sect. 3.

If Xx = 0 but x0 4= 0 they are given by (ref. 1)

! <À||l’8y»ô

/Xæ’Jl’Â) = /ë7z» \\i/2 rv ■ A 7T • \ r ’ 0^'0(S (hcoj) EfjJ + 7l(j2) - 7icoa

/r\3
! <J211
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where hw^ is the energy of the state, and

S'(/iwa) = S'\hMx) + S'n(hMx). (12.3)

When htoa is not very near to the energy of any of the unperturbed inodes, 
many of these contribute to the stale with comparable amplitudes. Because 
of the denominators the amplitudes for quasiparticle annihilation are much 
smaller than for quasiparticle creation, unless /\) + TsX/a)))/i . This con­
dition is fulfilled when the level is pushed far down from the unperturbed

Fig. 12 d.
Fig. 12. The numerical value

(p up q down) from the 6 or 7 unperturbed lines of lowest energy
lowest lying collective level in A,Z = 142,60 (case 8a).
lowest lying collective level in A,Z = 148,60 (case 8a).
lowest lying collective level in A,Z = 132,54 (case 7b).
second resulting level in A,Z = 148,60 (case 8). 
fifth resulting level in A,Z = 148,60 (case 8a). 
third resulting level in A,Z = 116,50 (case 6, a preliminary calculation). 

a) to the
b) to the
c) to the
cl) to the
e) to the
f) to the

0,5

Fig. 12 f.
of the two-quasiparticle amplitudes p(a, j\, j2) and q(a, jlf j2)
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energies towards zero, or when considering contributions from higher lying 
transitions.

For the state of lowest energy the amplitude has the same
sign as the reduced matrix element times the uv factor. This means that 
it has the same sign as the annihilation term in the two-quasiparticle inter­
action (ref. BM). In this sense there is a special coherence in the lowest state. 
This coherence is also demonstrated by the fact that all contributions to B 
have the same sign, Sp only contains positive terms.

For the other stales the denominator in p(oc,jl,j2) is negative for contribu­
tions from unperturbed modes at lower energy and positive for contributions 
from unperturbed modes at higher energy.

Then, some cancellation effect arises (cf. the discussion in sects. 6 and 
8 of the vanishing of the lines in the gap between the A A7 = 1 and the 

1 AT = 3 transitions).
In fig. 12 the numerical values of the amplitudes for the lowest resulting 

slate are given for a medium collective (a), a strongly collective (b), and a 
weakly collective case (c). For (c) the nearest unperturbed mode dominates 
completely. In (a) p2 - q2 from the lowest unperturbed excitation is — 85°/0, 
while in (b) the contribution from the six lowest ones is about 54 °/0. Thus, 
46°/0 is left for contributions from the remaining part of the levels in the 
unperturbed spectrum. In (d) and (e) we consider the '2nd and the 5th 
resulting slate from the same nucleus as in (b). (d) is a rather weak state 
where Sp < 0 because it lies just above a strong proton line, (e) is the second, 
strong state in the spectrum. Another example of this kind is (f).

13. The renormalization procedure

As mentioned above all the single-particle transitions in principle are 
taken into account when the resulting energies and transition probabilities 
are calculated. Thus, no concept of effective charge is introduced.

The contributions from the A N = 3 excitations are evaluated in the 
simple harmonic oscillator model. Such an approximative treatment may 
be justified by the fact that S2, the ZLV = 3 part of S, always plays a minor 
role in comparison to that of Si. When going to the highest end of the 
periodic table this changes somewhat, but still in 20SPb > 2S2, although 
the double closed shells allow no transitions of very low energy in Sj.

When performing the calculation we found it convenient to work with 
a renormalized force constant xeff defined by
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— S1(- S S2). (13.1)
xeff

The resulting energies are thus obtained as the solutions to this equation, 
neglecting the energy variation of S2. This should be a good approximation, 
when the low-energy states are considered.

To calculate B we added to Sf the quantity S% = 0.05 A5/3 which value 
was found to be a good approximation from 160 to 20SPb.

For S' = Sp + Sn we simply used since the difference is very small 
and of no importance, when the uncertainties in the treatment are remem­
bered. In the calculation of Br and Bo we used values of S2, quoted in sect. 14.

14. The parameters

The nuclei which we have considered are divided into regions (cases) 
as shown below. In each of these regions G was chosen as 2O/Ao where Ao 
is some representative atomic number in the region. This standard value is 
pretty near to that which has been used before in spherical nuclei (refs. 4 
and 12).

An exception is made for the region 28 < Z < 50. Here, Kisslinger and 
Sorensen (ref. 12) have found that Gp (G for protons) should be 26/A to 
give the right quasiparticle energies. We have made calculations for both 
values of Gp and find the best results with the high one. (For further details: 
see below).

The shell-model levels e(J) have been taken from ref. (13) except for 
the partly filled shells for which the level separations were obtained from 
KS I and KS II or from stripping and pick-up experiments (for details, see 
below). Since one of the weakest points in the treatment is the poor knowledge 
of the exact value of e(j)s, we have in several cases made calculations with 
different level schemes.

In our treatment we have looked apart from short range neutron-proton 
interactions. Experimentally it is found that sometimes there are rather 
strong shifts in the single-particle levels, e.g., so that the neutron level with 
j = I - I moves down in energy when the lower spin-orbit partner is filled 
by the protons (ref. 14). By using a simple ^-function force it has been pos­
sible to describe this effect (ref. 15), but the explanations are still rather 
tentative, and a survey including satisfactory quantitative predictions over 
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a wider region of the periodic table does not exist. In some cases where 
experiments indicate the existence of this effect, it is taken into account.

Since many parts of the residual interaction are not explicitelv included 
in our Hamiltonian, we should not be surprised to see how the theoretically 
or experimentally determined effective locations of the levels change from 
region to region of the periodic table.

There is little direct evidence concerning the separation of levels in 
different shells. In our calculation the distance from the “center of gravity’’ 
of the partly filled shell to the centers of gravity in the shells above and below 
have been chosen to be approximately the same as in the simple shell-model 
calculation (ref. 13), but sometimes, w hen the shell is almost filled or almost 
empty, we have tried to reproduce approximately the distances corresponding 
to the strongest, low' energy transitions across the shells. It is clear that the un­
certaintv here suggests to take the energies and B values of the states in the 
3-5 MeV region as even more tentative and preliminary results than those 
for the resulting state of lowrest energy.

In the determination of the x variation we started by estimating S2/A from 
the simple harmonic oscillator model, giving points on a line 0.027 A within 
5°/0. The experimental energies were inserted in S\ to give some experimental 
value of the effective force constant (13.1 ). Smoothe curves were drawn for 
7/xeffA = S1/A and 7/xA = S/A. As we could perhaps have expected, none of 
these curves could be fitted by a simple pow er dependence of A, but to a good 
approximation 7/xeff could in the different regions of the periodic table be 
given by a variation like A . Then all the calculations were run again, 
using

A 5/3

The details are discussed in section 15. In most cases c0 = 0.45 was chosen. 
This value corresponds to a force constant, given by

7 A5/3 A2
- = 0.45------ + 0.027
x MeV MeV

(14.2)

(cf. equation (13.1)).
Since S2 varies somewhat more strongly with A than S does, = S — S2 was 

a little lower in the heaviest nuclei (c0 = 0.404 for Pb).
For the lighter nuclei the situation was unclear, but may have a 

variation like A2.
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The .45/3 variation of x is somewhat slower than expected from the simple 
scaling argument in sect. 2. Whether this points to a real effect is difficult 
to sav, in view of uncertainties in S2 due to the meager knowledge of the 
high lying unperturbed modes, and in view of uncertainties in Sj which is 
strongly influenced by the two-quasiparticle excitations of lowest energy.

15. The calculation and the results

In our treatment we shall neglect the pairing interaction between neutrons 
and protons. Thus, it is essential that there is a reasonably large distance 
between their Fermi levels; therefore we have not considered nuclei with 
28 < Z < 40 when 28 < N < 40, whereas we have investigated nuclei with Z 
and N at each side of the subshell at 40 and nuclei, where the proton shell 
between 50 and 82 is almost empty and the same neutron shell is almost 
filled.

For each value of N and Z and for the possible, different level schemes 
the BCS equations (2.4) and (2.5) were solved and the values for u(j), f(j) 
and E(j) inserted into the eigenvalue equation for /lcoa(3.13). For some of 
the nuclei Â and A are given in tables 8 to 19. The distances from some levels 
in the partly filled shell to a level in the shell above and the shell below is 
given in table 20.

Table 8. A and zl for case 1.

N = 30 N = 32 N = 34 N = 36

2................ -0.32 0.131 0.594 1.079

A............. 0.810 1.048 1.152 1.142

Table 9. Z and zl for case 2 a.

Z = 30 Z = 32 Z = 34 Z = 36 Z = 38

2................ -0.560 -0.125 0.339 0.842 1.457

zl.............. 0.89 1.153 1.270 1.107 1.018

4*

N - 40 Ar = 42 N = 44 N = 46 N = 48

z................. 2.670 3.138 3.496 3.818 4.123

A............. 0.650 0.833 0.884 0.828 0.650
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Table 10. 2 and A for protons from case 2 b.

AT = 40 : Z = 30 Z = 32 Z = 34

2.................. -0.645 -0.205 0.257

.1................ 0.991 1.303 1.467

AT = 42 : Z = 32 Z = 34 Z = 36

z................... -0.263 0.178 0.667

.1................ 1.215 0.972 0.958

N = 44 : Z = 32 Z = 34 Z = 36

2................... -0.349 0.082 0.570

A................. 1.168 1.289 1.306

AT = 46: Z = 32 Z = 34 Z = 36 Z = 38

2.................. -0.429 -0.013 0.465 1.111

1................ 1.082 1.182 1.169 1.093

A’ = 48: Z = 34 Z = 36 Z = 38

2................... -0.116 0.364 1.060

A................. 1.114 1.082 0.963

AT = 50 : Z = 36 Z = 38

2................... 0.259 1.017

.1................ 0.955 0.760

Table 11. À and A for cases 3 a and 4 a.

Z = 38 Z = 40 Z = 42 Z = 44

2............ 1.435 2.293 2.858 3.286

A........... 0.848 0.835 0.996 1.039
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Table 11 (continued).

Z = 40: A’ = 52 N = 54 AT = 56

z............. -0.227 0.132 0.766

1........... 0.518 0.617 0.569

Z = 42: Ar = 52 AT = 54 ■N = 56 2V = 58

Å................ -0.242 0.119 0.685 1.189

1........... 0.534 0.653 0.687 0.968

Z = 44: N = 52 N = 54 iV = 56 N = 58 2V = 60

........................ -0.244 0.097 0.577 1.010 1.317

A........... 0.521 0.651 0.727 0.940 1.095

Table 12. z and A for case 5 a.

Z = 46 Z = 48 N = 56 2V = 58 N = 60 N = 62 N = 64 2V = 66 N = 68

Â................... 3.586 3.868 0.171 0.501 0.850 1.215 1.655 2.062 2.364

A................. 0.749 0.591 0.759 0.799 0.838 0.836 0.841 0.947 1.032

Table 13. 7. and A for neutrons from case 5 c.

N = 56 TV = 58 TV = 60 TV = 62 N = 64 N = 66 N = 68

z................... -0.093 0.150 0.415 0.726 1.131 1.529 1.833

A................. 0.898 0.957 0.971 0.942 0.914 0.988 1.057

Table 14. z and A for neutrons from case 6.

AT = 64 TV = 66 N = 68 N = 70 TV = 72 AT = 74

/......................... 1.199 1.700 2.012 2.277 2.520 2.746

.1................. 0.606 0.756 0.854 0.901 0.912 0.889
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Table 15. A and A for case 7 a.

Z = 52 Z = 54 Z = 56 Z = 58

Z.................. 0.241 0.425 0.616 0.818

A................. 0.504 0.674 0.774 0.828

A’ = 68 N = 70 Ar = 72 A’ = 74 A’ = 76 N = 78 AT = 80

Å................... 1.548 1.740 1.930 2.120 2.313 2.507 2.704

A................. 1.051 1.032 0.992 0.928 0.835 0.706 0.516

Tablf 16. A and A for protons from case 7 b.

Z = 52 Z = 54 Z = 56 ' = 58

z.................. -0.310 -0.095 0.143 0.414

J................ 0.438 0.569 0.631 0.657

Table 17. A and A for neutrons from case 7 c.

AT = 68 N = 70 AT = 72 A’ = 74 N = 76 N = 78 AT = 80

A.................. 2.040 2.290 2.519 2.731 2.931 3.122 3.307

A................. 0.745 0.797 0.815 0.800 0.749 0.655 0.491

Table 18 A and A for case 8 a.

Z = 56 Z = 58 Z = 60 Z = 62 AT = 84 A’ = 86 Ar = 88

/.................... 0.154 0.421 0.704 0.985 -0.469 — 0.275 -0.006

A................. 0.530 0.538 0.549 0.514 0.533 0.733 0.877

Table 19 A and A for case 9 b.

Z = 76 Z = 78 Z = 80

A.................. 2.709 3.055 3.283

A................. 0.139 0.233 0.152

2V = 114 AT = 116 N = 118 N = 120 A' = 122 A’ = 124

A.................. 1.546 1.716 1.887 2.056 2.227 2.444

A................. 0.721 0.665 0.604 0.529 0.425 0.256
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shells and a level inTable 20. The energy difference between some level in the partly filled 
the shell above or below.

case levels energy (MeV)

1, protons and neutrons ............. .................. 3 I 7/2 —3 P3/2 2.6
4 gg/2 g7/2 3.88

2 a, protons....................................... ........... 2 d3/2 —3 f 5/2 7.5
4 §9/2 t g7/2 2.4

2 a, neutrons..................................... ........... 2 d3/2 -3f 5/2 7.5
4 §9/2 '4 g7/2 2.2

3, protons ....................................... ........... 2 d3/2 —3f 5/2 7.5
4 §9/2 —4 g7/2 2.4

3, neutrons .................................... 2.9
5 h11/2 5 f 7/2 5.4

5 b, protons....................................... .................. 3 f 7/2 — 3 f 5/2 2.9
4 §9/2 -4 §7/2 2.4

5 b, neutrons..................................... .................. 4 §9/2 — 4 d5/2 3.6
4 S 1 / 2 —5 f 7 / 2 4.9

6, neutrons .................................... ........... 4 §9/2 1 d5/2 3.4
3 t>ll/2— 5 f 7/2 3.6

7 a, protons....................................... .................. 4 §9/2 —4 ds/2 3.0
4 S 1/2 —5 f 7/2 4.44

7a, neutrons..................................... .................. 4 §9/2 —4 g7/2 3.2
4 s 1/2 —5f 7/2 5.7

8 a, protons....................................... ........... 5hn/2—5f 7/2 5.4
4 §9/2 —4 g7/2 2.2

8 a, neutrons.................................... .................. 3Pl/2 —6§9/2 2.3
4 S 1 / 2 -5 f 71 2 4.67

9b, protons...................................... ........... 4 s i/2 —5 h9/2 4.26
4 §9/2 ~4 §7/2 2.1

9b, neutrons.................................... ..................... 3 Pl/2 —6 g8/2 3.6
4 s 1/2 —5f 7/2 4.95

The number of terms in was between 54 and 96, greatest in the 
heaviest nuclei.

The calculation was performed on a GIER computing machine with 
programs written in ALGOL.
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In general the len lowest resulting energies have been calculated. In 
tables 21 to 36 we report all those which seem to be of interest with special 
emphasis on those excitations which have significant values of B or Bo. In 
figures 13 to 20 we give the energy of the lowest mode and compare with the 
experimental data. When experimental B values are available, we also give 
the theoretical results.

A very large part of the experimental information comes from an article 
by Hansen and Nathan (ref. 16). The B values, given by these authors, 
were derived from inelastic a scattering experiments, assuming pure Cou­
lomb excitation. However, it appears that owing to the fact that the energy 
of the a particles comes near to the Coulomb barrier, penetration becomes 
important, and the real B values are smaller by a factor two or three in 
most cases (an exception seems to be the A ~ 145 region, cf. ref. 48). There­
fore only the energies from ref. 16 are given below.

Case 1 : Z = 28.
In this region the proton shell is closed, and the situation could be 

expected to be somewhat similar to Sn where a strong line appears just below 
the energy of the proton transitions between the shells. Such a line is only 
seen for the heaviest isotopes.

For neutron number = 30, the neutron fermi energy lies below the lowest 
level in the partly filled shell, the neutron transitions are rather high in energy, 
and most of the available oscillator strength is concentrated on one level. 
The calculations were done with the KS II neutron levels: /5/2 A),/>3/2:0, 
p1/2:3 and <79/2:4 MeV and with the KS I levels 0.78, 0, 1.56 and 4.52 MeV. 
Since Cohen, Fulmer and McCarthy found good experimental agreement 
with the last level scheme (ref. 17) we only report the results which have 
been obtained when using this scheme. For the KS II single particle energies 
there is an accidental degeneracy which can give rise to special phenomena 
in the figures. Apart from this, the results from the two calculations are not 
very different.

In recent (d,C) experiments, the results of which were published when 
our calculation was finished, Fulmer and Dalhnick (ref. 18) find good 
agreement with KS I, only the p1/2 level should perhaps come at 1.12 MeV.

Since the proton shell is closed, the lowest resulting slates are essentially 
governed by the strong neutron transition p3/2 - f/9/2 and the weak /5/2 - <y9/2 
transition. The proton transitions coming up from the (sd)-shell are rather 
weak and not very low energetic. The most important proton excitation is 
/7/2_.99/2 which is of medium strength. If we change the intershell distance 
/7/2“T3/2 from 2.6 MeV, the value we have used, to 4 MeV, as supposed by
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58 60 62 64 A

Fig. 13. The lowest-lying theoretical and experimental energies and B values for the Ni group 
(case 1), c0 = 0.39. The dashed lines indicate the two-quasiparticle energies. The experimental 

data are taken from different authors (ref. 34).

KS II, the B value in A,Z = 58,28 is diminished by a factor of 2, whereas 
in 64,28 it goes down by a factor |. The energy is 0.5 MeV greater in the 
lightest nucleus, 0.1 in the heaviest one. This great influence, especially on 
the B values, is not very surprising, since mainly the protons contribute 
here. The r = 0 part of B is less affected.

The best fit to the energies was reached by c0 = 0.39, for which the ener­
gies are plotted in fig. 13. This value does not lie on the smooth curve for 

discussed in sect. 14, and therefore another calculation was run, using 
c0 = 0.435. In table 21 the lowest energy is given for c0 = 0.435 and energies 
for all the stronger lines for c0 = 0.39.

The theory indicates the existence of one or two higher-lying excitations 
of appreciable strength and in some cases such levels are found, but the agree­
ment between theory and experiment is poor, perhaps because of uncer­
tainties in the shell-model levels.

The B values of the lowest level are rather well reproduced by theory. 
We note that when we extend the /7/2~P3/2 distance towards the KS II value,
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Table 21. The first row gives energy, B and Bo for the state of lowest excitation energy for case 1, 
c0 = 0.435. The following rows contain data for the most strongly excited, low-lying states 

in case 1, when c0 = 0.39.
For units, see caption to table 3.

A,Z: 58,28 60,28 62,28 64,28

E, B, Bo: 4.84 1.8 2.5 4.46 1.7 2.9 4.19 1.6 3.3 3.95 1.5 3.5
4.47 2.5 3.3 4.07 2.4 3.9 3.82 2.3 4.4 3.57 2.3 4.8
6.13 0.6 0.3 6.25 1.2 0.6 6.26 1.4 0.8 6.21 1.5 1.0
6.31 0.2 0.1 7.30 0.2 3 x 10-2 7.33 0.2 4 x IO“2 7.33 0.2 5x 10-2
7.24 0.2 io-2

B passes the experimental figure. As it was to be expected, Sp < Sn for the 
lowest level and Bo > B as discussed before. When the number of neutrons 
increases, the lowest resulting level is pressed down, away from the lowest 
proton mode; B decreases and B{} goes up.

Note added in proof: A new investigation of the Ni spectra has recently 
been planned in Paris. Partly inspired by this experiment we have perfor­
med two more calculations to see how the results are changed when other 
single particle shell model level schemes are used: (b) proton levels /'7/2: 
-3, p3/2:0, /‘5/2:0.8, Pi/2:2.2 and </9/2:3.0 MeV, neutron levels /’7/2:-4, 
^3/2:0> /5/2:0-77’ Pi/2:1-12 and g9/2:4.0 MeV, Gn = 24/A. (c): The </9/2 neu­
tron level placed at 3 MeV, the other levels unchanged from (b). Gn = 24/A. 
In both cases c0 = 0.39. The results are presented in tables 21 b and 21 c.

Table 21 b. Energy, B and Bo (in same units as in table 3) for the strongest, low energy exci­
tations in case 1 b, when c0 = 0.39.

58,28 60,28 62,28 64,28

4.57 3.3 3.1 4.31 3.3 3.9 4.04 3.2 4.7 3.77 3.2 5.4
6.55 0.006 0.2 6.23 0.1 0.06 6.04 0.4 0.003 5.92 0.6 0.01
7.40 0.2 0.09 7.35 0.3 0.2 7.33 0.3 0.3 7.25 0.3 0.5
7.95 0.1 0.4 8.00 0.2 0.4 7.94 0.1 0.5 7.73 10~3 0.3

Table 21 c. Energy, B and Bo (in the same units as in table 3) for the strongest, low energy 
excitations in case 1 c, when c0 = 0.39.

A,Z:

E, B,B0:

58,28 60,28

4.34 3.1 3.3 4.03 3.0 4.0
6.12 0.2 0.01 5.91 0.4 IO“2
7.15 0.2 0.4 7.25 0.3 0.4

62,28 64,28

3.78 2.9 4.6 3.61 2.9 5.2
5.84 0.7 0.05 5.79 0.8 0.1
7.28 0.3 0.4 7.27 0.3 0.5
7.79 0.01 0.1 7.79 0.2 0.5
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Case 2: 28 < Z < 40; 40 < N < 50
Here rather many neutrons (or rather neutron holes) are available in 

the unfilled shell for the lighter isotopes whereas there are only few protons. 
The B values are low in the beginning and increase with increasing atomic 
number. There is some tendency for giving a line in the gap above the transi­
tions inside partly filled shells, but the stronger proton transitions between the 
shells are rather high in energy and do not contribute much to the low- 
energy spectrum.

Calculations were made for (a) the KS I proton levels /5/2 = 0, p3,.2 = 0.6,
Pi/2 = 1.8 and p92 = 3.4 MeV and Gp = 26/A. Neutron levels from KS II:
/å/2 = 0, p3/2 = 0.3, p1/2 = 2.5 and g9/2 = 3.6 MeV. (b) neutron levels like
in (a), proton levels which are almost equal to the KS II ones: p3/2:0,
/?1/2:1.8, ÿ9/2:2.8 and /5/2: - 0.6 + (50 - AT) x 0.1 MeV where N is the neutron 
number, Gp = 26/A. In both cases c0 = 0.45 was used. The lowest proton 
and neutron two-quasiparticle excitations are the weak f5/2 — g9,2 and the 
strong P3/2~9q/2 transition. When going from (a) to (b) the p3/2 g9/2 distance 
which represents the strong proton transition inside the shell is constant, 
and thus the (a) and (b) results are rather similar. The differences arise 
from the fact that in (b) the /5/2 proton level is placed above p3/2 and is 
populated less for the lower values of the neutron number. Therefore the 
strong p3/2 —f/9/2 transition has the greatest uv factor in (b), and B is larger. 
In tables 22 and 23 we give the results for cases (a) and (b). The lowest 
level was discussed above. For the second level, given in table 22, Sn is small, 
because we have just passed a neutron excitation. Thus in most cases B > Bo.

Some of the lines of higher energy are rather mixed in isospin character 
(tfo B !>> B\ indicating that the line is primarily due to neutron excitations. 
The experimental material is very meager. For the lighter nuclei Darcey gives 
energies below the theoretically predicted values and with slower variation.

For A,Z = 88,38 the energy is rather well reproduced by the (a) calcula­
tion, but B is too small by 3O°/o (see also the results from case 3).

Case 3: Z = 40, 42; 50 < N < 82. (A,Z = 88,38 is also included).
In this region, we start with a relative large lowest energy in A,Z = 90,40, 

having a closed neutron shell and closed proton subshell, but B is large 
since the transition across the proton subshell is strong. When more neutrons 
enter, the energy goes down. The quantity B is almost constant and is spread 
a little over the lowest levels.

We used the KS I proton levels (as in case 2 a), and neutron levels based 
on stripping experiments (ref. 19) d5/2:0, .s1/2:1.7, </7/2:2.6, d3/2:2.7 and
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Table 22. Energy, B and Bo for the low-energy, stronger levels in case 2 a, c0 = 0.45. 
Same units as in table 3.

A,Z: 70,30 72,32 74,32

E, B, Bo; 2.54 1.4 4.4 2.51 2.0 5.0 2.84 2.0 5.2
5.05 0.5 0.4 1.75 1.1 0.5 4.78 1.0 0.4
5.28 0.7 0.7 5.63 0.2 0.8 5.67 0.3 1.0

A,Z: 76,32 78,32 74,34

E, B, Bo: 3.13 2.1 5.2 3.29 1.9 4.9 2.42 3.2 6.1
4.79 0.8 0.3 4.22 0.3 0.5 4.41 0.3 0.3
5.62 0.3 1.1 5.46 0.1 0.9 5.60 0.4 1.1

6.35 0.5 0.3

A,Z: 76,34 78,34 80,34

E, B, Bo: 2.72 3.3 6.3 3.01 3.4 6.2 3.17 3.2 5.9
4.44 1.2 0.2 4.43 0.7 0.2 4.17 0.6 0.4
5.65 0.6 1.3 5.59 0.5 1.5 4.53 0.6 0.04

5.42 0.3 1.3

A,Z: 82,34 78,36 80,36

E, B, Bo: 3.19 2.7 5.4 2.44 5.7 7.8 2.67 5.7 7.4
4.16 1.5 1.2 3.92 0.6 10~4 5.46 1.3 1.8
5.18 0.07 0.9 5.51 1.4 1.7

A,Z: 82,36 84,36 86,36

E, B, Bo: 2.82 5.6 7.1 2.89 5.2 6.8 2.85 4.6 6.5
5.31 0.9 1.7 3.87 0.5 0.2 3.73 1.1 0.3

4.58 0.03 0.6 4.69 0.2 1.7
5.11 0.3 1.0 6.00 0.5 0.3
6.13 0.7 0.2

A,Z: 84,38 86,38 88,38

E, B, Bo: 2.46 8.0 8.2 2.54 7.6 7.9 2.55 7.1 7.8
5.14 1.6 1.6 4.53 0.3 1.1 4.59 0.7 2.3

4.94 0.5 0.8 5.50 0.6 0.06
5.77 0.5 0.02
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Table 23. Energy, B and Bü for the level of lowest excitation energy in case 2 b, c0 = 0.45. The 
following levels are rather weak and not very different from case 2 a. Same units as in table 3.

A,Z: 70,30 72,32 74,32

E, B, Bo: 2.41 2.1 5.2 2.33 3.1 6.2 2.65 3.2 6.2

A,Z: 76,32 78,32 74,34

E, B, Bo: 2.97 3.0 6.0 3.16 2.7 5.5 2.25 4.4 7.2

A,Z: 76,34 78,34 80,34

E, B, Bo-. 2.54 4.5 7.2 2.82 4.4 6.9 3.00 4.1 6.4

A,Z: 82.34 78,36 80,36

E, B, Bo: 3.08 3.5 5.8 2.41 6.1 8.2 2.64 6.1 7.8

A,Z: 82,36 84.36 86,36

E, B, Bo: 2.75 5.9 7.2 2.81 5.4 6.7 2.77 4.8 6.4

A,Z: 84.38 86,38 88,38

E, B, Bo: 2.51 7.6 7.9 2.49 7.3 7.4 2.37 7.0 7.1

h11/2:2.8 MeV. Two calculations were run. a) Gp = 26/A and b) Gp = 20/A. 
The neutron single-particle energies might be somewhat uncertain. There 
is some indication of a rather strong movement of the </7/2 neutron level 
(ref. 20). Therefore this level is lowered by 0.4 MeV in Z = 42.

When neutrons are added to Ar = 50, the strong neutron transition 
d5/2 — h11/2 is populated and goes rapidly down in energy. At N = 56 there 
is a minimum for the collective energy. After that the transition goes up, 
and the weak g7/2 — h11/2 transition becomes the lowest one. The proton 
excitations have higher energy, and the uv factor in the numerator in 5 goes 
down (to 0.7) with increasing Z. To fit the experimental energy, c0 = 0.48 
was needed, which is greater than in the neighbouring cases. In fig. 15 the 
results are given for Z = 40 when using c0 = 0.45. From the previous dis­
cussion we remember that we are not able to fit the energies with a lower 
c0 value, if < 0 is introduced.

For Z = 40 the lowest level of the lightest nuclei has Sp > Sn and thus
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Fig. 14. The lowest-lying theoretical and experimental energies and B values for case 2a. The 
experimental data for A,Z = 88,38 are due to Helm (ref. 35). The other ones come from an ex­

periment by W. Darcey (ref. 36).

Table 24. Energy, B and Bo for the low-energy, stronger excitations in cases 3 a and 4 a, c„ = 0.45. 
Same units as in table 3.

A,Z: 88,38 90,40 92,40

E, B, Bo: 2.74 6.2 4.9 2.61 8.4 6.3 2.37 9.1 9.3
4.63 1.4 3.7 4.23 1.7 2.2 4.36 1.8 1.3
4.80 1.5 2.7 4.80 0.5 0.2 5.19 0.3 1.3

5.06 7 x IO-3 0.8

A,Z: 94,40 96,40 92,42

E, B, Bo: 2.03 9.3 13 1.62 9.8 17 2.93 9.2 7.1
3.31 0.7 0.02 3.21 1.5 0.07 4.06 0.9 1.0
4.40 1.9 1.1 4.41 1.9 1.1 4.28 0.8 1.0
5.24 0.4 1.1 5.27 0.6 1.5 4.80 0.6 1.0

5.07 0.01 0.9

A,Z: 94,42 96,42 98,42

E, B, Bo: 2.63 9.0 9.7 2.26 8.6 12 1.92 8.7 15
4.12 0.6 0.3 3.54 1.4 0.07 3.49 2.1 0.3
4.36 1.4 1.0 4.12 0.6 0.2 4.13 0.5 0.2
5.19 0.3 1.4 4.39 1.6 0.9 4.40 1.7 0.9

5.26 0.7 1.5 5.29 0.8 1.7
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MeV

1 I I I I I I I I I I I 1 I I---------------------
39 40 42 44 Z
88 90 92 94 96 92 94 96 98100 96 98100102104 A

Fig. 15. Energies and B values for cases 3 and 4, where d5/2 /i11/2 and gll2 /i11/2 denote the 
energy of the two-low lying neutron quasiparticle excitations. The theoretical energies are 
calculated with c0 = 0.48. For Z = 40 the results for c0 = 0.45 are shown. The experimental 

energies are due to Hansen and Nathan (ref. 16). For A,Z = 88,38 see caption to fig. 14.

Table 24 (continued).

A,Z: 100,42 96,44 98,44

E, B, Bo: 2.11 8.8 15 2.76 8.1 9.7 2.36 7.6 12
3.55 1.5 0.06 3.75 2.2 0.5 3.74 3.1 0.8
4.43 1.7 0.8 4.29 1.6 1.1 4.31 1.8 1.1
4.77 5.6 0.3 5.00 0.3 0.5 5.02 0.4 0.6
5.37 1.4 1.6 5.44 io-5 0.6

A,Z: 100,44 102,44 104,44

E, B, Bo: 2.06 7.6 14 2.17 7.7 14 2.32 7.5 14
3.75 3.0 0.8 3.79 2.9 0.6 3.82 2.4 0.4
4.33 2.0 1.1 4.36 2.1 1.0 4.38 2.2 0.9
4.72 0.5 0.4 4.73 0.6 0.4 4.74 0.7 0.4
5.03 0.6 0.6 5.05 0.7 0.6 5.06 0.9 0.6
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Table 25. Energy, B and Bo for the lowest excitation, case 3 b and 4 b, c0 = 0.45.
Same units as in table 3.

A,Z: 88,38 90,40 92,40

E, B, Bo: 2.26 6.0 4.4 2.10 9.9 7.0 1.92 11 10

A,Z: 96,40 96,40 92.42

E, B, Bo: 1.64 13 15 1.28 15 21 2.29 9.3 6.5

A,Z: 94,42 96,42 98,42

E, B, Bo: 2.12 11 9.5 1.87 12 13 1.60 12 17

A,Z: 100,42 96,44 98,44

E, B, Bo: 1.77 12 17 2.48 9.6 9.7 2.17 9.5 12

A,Z: 100,44 102,44 104,44

E, B, Bo: 1.91 9.5 15 2.02 9.5 15 2.16 9.4 15

Bo > B. This is changed when the neutron number grows, and for some 
nuclei Bo ~ 2B. The smaller Gp in case b results in smaller collective energy 
but causes no major changes in B. We note that the theory predicts the 
existence of some higher-lying collective states.

Case 4 : Z = 44.
The levels are the same as in case 3, only the neutron <y7/2 is lowered 

still further and the splitting in the neutron states changes a bit because of 
the variation in A.

The neutron levels are : </5/2:0, s1/2:1.6, <j7/2: 1.8, d3/2:2.6 and h11/2:2.7 MeV. 
For the discussion, see case 3.

Case 5: Z = 46 and 48.
When passing on to this region there are still fewer proton holes in the 

partly filled shell, and the available oscillator strength is not concentratedon 
the lowest excitation. A number of level schemes was studied. We shall 
only mention three :

a) the same proton levels as in case 3 a.
Gp = 26/A.
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Neutron levels experimentally found by Cujec (ref. 21) in stripping 
experiments in Pd g7/2:0, d5/2:1, s1/2: 2.5, 7i11/2 : 2.9 and t73/2:3.1 MeV.

26
b) same proton levels as in a) Gp = —.

KS I neutron levels
^5/2• « 9,7/2:®"22, Sjy2:1.9, d2/2:2.2, and 2.8 MeV.

26
c) proton levels like in a) Gp = neutron levels from a tentative

A
interpretation of a (d,p} and (d,t) experiment in Cd by Rosner 
(ref. 45).
rf5/2:0> #7/2:0-2, 7i11/2:2.25, s1/2:2.25 and d3/2:2.85 MeV.
This scheme is in fair agreement with the experimental (d,p) results, 
obtained by Silva and Gordon (ref. 46) who find g7/2 to be placed 
less than 0.4 MeV above d5/2. KS II assumes this distance to be more 
than 1 MeV.

In a) there is a rather strong variation in the lowest neutron two-quasi- 
particle energies. The transition d5/2-7q1/2 has the lowest energy, which 
varies much as Â passes d5/2. In addition, the uv factor varies from 0.4 to 1. 
This causes a rapid variation in the resulting energy. This variation is not 
found in b) or c), since here the c/5/2 - 7j11/2 uv factor only varies from 0.6 
to 0.9 and the two-quasiparticle energy changes more slowly. The lowest 
unperturbed energy appears about 0.5 MeV lower in c) than in b). The

Table 26. Energy, B and Bo for the low-energy, stronger excitations in case 5 a, c0 = 0.45. 
Same units as in table 3.

A,Z: 102,46 104,46 106,46

E, B, Bo: 2.95 11 11 2.71 8.6 10 2.29 7.1 11
4.11 1.7 0.5 3.71 2.8 0.7 3.66 4.3 1.5
5.25 0.2 1.3 4.07 1.9 0.9 4.07 2.0 1.0

5.28 0.3 1.2 5.30 0.4 1.2

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 1.

A,Z: 108,46 110,46 106,48

E, B, Bo: 1.86 7.0 13 1.60 7.4 16 2.73 8.9 11
3.65 4.9 1.8 3.65 5.1 2.0 3.76 4.7 1.4
4.07 2.2 1.1 4.07 2.3 1.2 5.23 0.5 1.2
5.31 0.5 1.1 5.33 0.5 1.1

5
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Table 26 (continued).

A,Z: 108,48 110,48 112,48

E, B, Bo: 2.33 7.2 11 1.19 7.0 13 1.65 7.2 15
3.71 6.5 2.3 3.70 7.4 2.9 3.70 7.8 3.2
5.25 0.5 1.1 5.25 0.6 1.0 5.48 0.2 1.0

A,Z: 114,48 116,48

E, B, Bo: 1.77 7.5 16 1.99 7.6 16
3.46 1.7 1.2 3.62 4.2 2.3
3.75 6.8 2.6 3.83 4.0 1.2
5.51 0.5 1.1 5.53 0.7 1.0

Table 27. Energy, B and Bo for the low-energy, strong excitations in case 5 b, c0 = 0.45. 
Same units as in table 3.

A,Z: 102,46 104,46 106,46

E, B, Bo: 2.67 11 13 2.53 11 14 2.38 10 15
4.16 2.1 0.4 3.82 1.1 0.03 3.79 1.8 0.2

4.14 2.3 0.5 4.13 2.5 0.7

A,Z: 108,46 110,46 106,48

E, B, Bo : 2.22 9.5 16
3.76 2.6 0.5
4.12 2.6 0.9

2.10 9.1 17
3.74 3.3 0.8
4.11 2.6 1.0

2.57 11 14
3.95 3.4 0.4

A,Z: 108,48 110,48 112,48

E, B, Bo: 2.42 10 15
3.90 4.5 0.8

2.27 9.6 16
3.85 5.5 1.3

2.15 9.1 17
3.82 6.2 1.7

A,Z: 114,48 116,48

E, B, Bo: 2.22 9.7 18
3.85 5.9 1.6

2.35 10 19
3.89 5.3 1.3

Table 28. Energy, B and Bo for the low-energy, stronger excitations in case 5 c, c„ = 0.45. 
Same units as in table 3.

A,Z: 102,46 104,46 106,46

E, B, Bo: 2.38 9.6 13
3.72 2.8 0.6
4.08 2.0 0.8

2.20 9.1 14
3.71 3.4 0.8
4.08 2.2 0.9

2.03 8.8 15
3.70 3.9 1.1
4.09 2.3 1.0
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Table 28 (continued).

A,Z: 108,46 110,46 106,48

E, B, Bo: 1.88 8.4 16
3.68 4.5 1.4
4.09 2.4 1.1

1.82 8.1 16
3.68 4.8 1.7
4.09 2.5 1.2

2.25 9.2 14
3.78 5.7 1.6

A,Z: 108,48 110,48 112,48

E, B, Bo: 2.08 8.8 15
3.76 6.5 2.0

1.94 8.4 16
3.75 7.2 2.5

1.88 8.1 16
3.74 7.6 2.8

A,Z: 114,48 116,48

E, B, Bo: 2.06 8.1 16
3.77 7.3 2.6

2.31 8.4 16
3.81 6.7 2.2

102 104 106100 110 106108 110 112 114 116 114 116 118 120 122 124 A

Fig. 16. Theoretically and experimentally determined energies and B values for cases 5 a and
5 b and for case 6. In 5, the quasiparticle energies are from case a. For cases 5, experimental 
data are available from Hansen and Nathan (ref. 16), from M. Sakai et al. (ref. 37), and from 
McGowan et al. (ref. 38). The experimental values for case 6 come from Lemberg et al. (ref. 39).

Experiments by Hansen and Nathan for the nuclei in case 6 give the same energies except 
for Sn120 where they find an energy of perhaps 2.40 MeV. Their B values are a factor of 3 greater 

than the experimental ones given in the figure.
5*
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proton Fermi energy is higher than the energy of the levels in the partly filled 
shell. The lowest proton transition becomes high in energy and the uv factor 
is only 0.5 for Z = 46 and 0.25 for Z = 48. This means that the transitions 
from p1/2 and f/9/2 to the next shell become important. The result is a strong, 
higher-lying 3_ state, for which B > 7?0 while B < Bo for the resulting level of 
lowest energy.

When comparing the results with the experimental data it is seen that 
none of the level schemes, which we tried, could give the correct trend 
in the energies and B values. Still, something seems to be missing to 
give the right variation with A. Therefore, further experimental studies of 
the location of the single-particle levels would be interesting.

Case 6: Z = 50.
The Sn region has been discussed above, especially in relation to fig. 6. 

We have seen how the closed proton shell gives rise to a higher-lying strong 
line.

Since the proton shell is closed, we used for the proton single-particle 
levels the Nilsson values (ref. 13) with the exception that 5 7i11/2 was placed 
in the middle of the 50-82 shell, just as in case 7 and as in the Mottelson- 
Nilsson paper (ref. 13). The energies are the following:

3/7/2: —2.1, ^7?3/2:^’ 3f5/2:0.7, 3p1/2:1.4,
4.79/2: ’ 4<75/2:7.1, 4</7/2:7.4, 4s1/2:9.1,
4<73/2:9.2 and 57j11/2 : 8.4 MeV.

The neutron levels were taken from KS I :

^5/2:^’ 77/2 Si/2:1.9, <73/2:2.2, /?11/2 : 2.8 Me\ .

Calculations have also been performed for another neutron level scheme, 
proposed by Cohen and Price on the basis of a stripping experiment (ref. 22). 
Since, however, they give a poorer fit to experimental energies, and since 
after publication the measurements have been reinterpreted (ref. 23) so that 
the level scheme comes much closer to KS I, the results of this calculation 
are not reported.

The two neutron transitions in the partly filled shell are the weak (?7/2 — 7zu/2 
and the strong 75/2-7in/2, which lies a little higher. The energies of both 
transitions go up and the uv factor down, when A increases.

The transitions from the closed proton shell give rise to the second 
strong line. The line of lowest energy has Bo/B ~ 2.5 due to the small Sp 
because of the closed shell, whereas the higher lying strong line has Bo/B < 1.
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Table 29. Energy, B and Bo for the low-energy, stronger excitations in case 6, c0 = 0.45.
Same units as in table 3.

A,Z: 114,50 116,50 118,50

E, B, Bo: 2.11 6.2 15 2.20 6.9 18 2.31 7.7 20
4.24 7.8 4.5 4.23 7.5 4.6 4.22 6.9 4.6
5.11 1.4 2.9 5.31 0.5 2.4 5.14 0.02 1.6

5.57 1.4 1.0

120,50 122,50 124,50

2.43 8.4 22 2.56 9.1 24 2.70 9.8 26
4.20 6.2 4.5 4.19 5.3 4.2 4.18 4.2 3.5
5.01 0.05 1.0 5.44 0.8 1.9 5.34 0.4 1.9
5.52 1.3 1.6

Some of the levels of higher energy have very different values of 77O and B. 
In some cases B<<B0 because the line is a rather pure neutron one.

The energies are in good agreement with the results of Lemberg et al. 
and of Hansen and Nathan (see fig. 16), but the B values are smaller by 
a factor 2 or more than the Lemberg ones.

It is noteworthy that this large discrepancy appears just in Sn where, 
as mentioned above, Bo/B is extraordinarily great and thus the introduction 
of an isospin dependence in the octupole-octupole force will have especially 
large effects on B. However, we see from tables 5 and 6 that an unexpected 
large value of - x1/x0 is needed to reproduce the experimental B value com­
pletely.

It is rather unsatisfactory that the proton single-particle levels come 
just from a simple shell-model calculation. Because of the uncertainty in 
the position of the proton 57i11/2 level we have performed a calculation with 
the energy of this level increased by 0.8 MeV. Some results are given in 
tables 3 and 5. The shift in the 5 7j11/2 single-particle energy causes consi­
derable changes, especially for the higher-lying, strong excitation, since the 
4<79/2 - 57in/2 proton transition (energy 4.7 MeV) is one of the strongest ones 
in the low-energy spectrum.

Preliminary results from inelastic a scattering by Faraggi et al. (ref. 24) 
indicate the possible existence of a second, strong 3“ state around 5 MeV in 
A,Z = 122,50 and 124,50, the intensity being however much lower than 
when exciting the lowest octupole state.

It is interesting to note that from the calculation B should be roughly 
equal for the higher lying state and for the lower lying one, while Bo, which 
is the relevant quantity in a scattering, should be much smaller. Recently, 
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Allan et al. (ref. 25) have by means of inelastic proton scattering found 
a possibly collective level in A,Z = 116,50 and 118,50 around 3.9 MeV with 
unknown spin and parity. For the heavier Sn isotopes this level has disap­
peared, at least in the region below 4.7 MeV. It would be interesting to study 
the possible relationship between this state and the states found by Faraggi 
et al.

Case 7: 50 < Z < 82, 50 < N < 82.
As mentioned in connection with fig. 10, there are here only few protons 

and few neutron holes in the partly filled shells and the oscillator strength 
in the low-energy spectrum is spread over several levels. Three level schemes 
were used, viz.

a) protons: ^7/2:0.8, d5/2:0.8, 7i11/2:2.4, c/3/2:3.13 and s1/2:3.36 MeV ; 
neutrons: d5/2:0, <77/2:l, /i11/2:1.66, s1/2:2.1 and d3/2: 2.37 MeV.

b) same level scheme as in a), but the proton g7/2 is lowered to 0 MeV.
c) protons like in a), neutrons like in case 6.
The proton levels in a) were chosen on the basis of a suggestion by Kiss- 

LiNGER (ref. 26) and are almost identical to the KS II levels. The neutron 
levels in a) come from a stripping experiment in the AT = 82 region (ref. 27). 
There is rough agreement between this neutron level scheme and single­
particle energies, found by Jolly in (d,p) and (d, /) experiments in 77 (ref. 47).

In case b) we only changed the position of the proton g7/2 level in order to 
investigate how this modifies the picture. The two level schemes a) and c) 
are really different, and we report in detail the results for both with the 
aim to demonstrate the influence of changing the single-particle parameters.

The main difference between the “a-neutron levels” found by experi­
ment in the end of the region and the c levels, which fitted the quasiparticle 
energies nicely in Sn, is that hn/2 in the last case is placed at the top of the 
shell, so that the neutron transitions from d5l2 and g7/2 are allowed by the 
iw factor, whereas in the first case h11/2 as well as d5/2 and g7/2 are almost

Table 30. Energy, B and Bo for the low-energy, stronger excitations in case 7 a, c0 = 0.45. 
Same units as in table 3.

A,Z: 120,52 122,52 124,52

E, B, Bo: 1.93 7.3 14 2.09 5.7 11 2.24 4.2 7.7
2.36 2.1 3.2 2.47 3.1 5.1 2.58 4.8 6.5
4.19 7.8 5.8 4.23 8.3 6.0 4.24 8.7 6.3
5.31 1.8 0.7 5.32 1.7 0.6 5.12 0.2 1.5

5.35 1.3 0.2
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Table 30 (continued).

A,Z: 126,52 128,52 130,52

E, B, Bo : 2.39 3.2 5.5 2.54 3.0 4.8 2.68 4.8 6.1
2.68 5.4 6.3 2.76 4.9 4.8 2.81 2.5 2.0
3.15 0.2 1.8 3.31 0.8 3.5 3.52 1.9 5.1
4.24 8.9 6.7 4.24 9.1 7.4 4.21 8.9 8.1
5.20 1.0 2.1 5.22 1.4 2.4 5.20 1.3 2.8

A,Z: 124,54 126,54 128,54

E, B, Bo: 2.01 9.7 15 2.16 8.8 12 2.30 8.6 11
2.41 2.8 2.9 2.48 3.5 3.2 2.56 3.2 2.5
4.35 7.6 5.9 4.37 8.0 6.2 3.17 0.1 1.9
5.53 1.9 1.0 5.53 1.8 0.9 4.37 8.3 6.6

5.55 1.4 0.5

A,Z: 130,54 132,54 134,54

E, B, Bo: 2.42 9.5 11 2.49 10 11 2.52 11 11
2.65 1.6 0.9 3.56 1.0 3.5 3.81 1.7 4.4
3.35 0.5 2.8 4.33 8.7 8.5 4.28 8.4 9.8
4.36 8.5 7.3 5.40 1.4 4.0 5.33 0.8 4.6
5.40 1.3 3.2

A,Z: 136,54 130,56 132,56

£, B, Bo: 2.53 11 11 2.15 13 15 2.24 14 13
4.12 10 17 2.52 1.2 0.5 3.37 0.3 2.6
5.19 0.1 3.7 3.17 0.1 2.0 4.46 8.2 7.3
6.08 0.2 2.1 4.71 7.9 6.5 5.52 0.5 3.0

5.75 2.0 1.6 5.76 1.4 1.0

A,Z: 134,56 136,56 138,56

E, B, Bo: 2.29 14 13 2.32 14 13 2.32 14 13
3.58 0.6 2.9 3.83 1.0 3.1 4.24 9.5 16
4.43 8.4 8.5 4.37 8.5 10 5.26 3 x 10~3 3.4
5.56 1.2 5.4 5.44 0.5 5.5 5.82 1.4 0.4

6.13 0.01 1.7
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Table 30 (continued).

A,Z: 136,58 138,58 140,58

E, B, Bo: 2.11 16 15 2.13 16 15 2.13 17 15
3.59 0.5 2.7 3.84 0.7 2.6 4.33 9.3 16
4.51 8.3 8.5 4.45 8.5 11 5.29 3xl0-3 3.0
5.66 0.8 5.9 5.51 0.3 5.5 5.98 1.5 2.0

6.04 1.1 0.5

Table 31. Energy, B and Bo for the lowest line in case 7 b, c0 = 0.45. 
Same units as in table 3.

A,Z: 120,52 122,52 124,52

E, B, Bo: 2.00 4.8 11 2.15 3.1 7.3 2.29 1.9 4.5

A,Z: 126,52 128,52 130,52

E, B, Bo: 2.43 1.2 2.7 2.58 0.8 1.7 2.74 0.5 1.1

A,Z: 124,54 126,54 128,54

E, B, Bo: 2.16 3.1 6.9 2.30 1.9 4.3 2.43 1.2 2.7

A,Z: 130,54 132,54 134,54

E, B, Bo: 2.58 0.8 1.7 2.74 0.5 1.2 2.93 0.5 1.0

A,Z: 136,54 130,56 132,56

E, B, Bo: 3.08 3.0 3.4 2.42 1.8 2.5 2.57 1.4 2.5

A,Z: 134,56 136,56 138,56

E, B, Bo: 2.73 1.6 2.5 2.88 5.0 5.6 2.90 5.6 5.8

A,Z: 136,58 138,58 140,58

E, B, Bo: 2.53 9.7 9.5 2.56 9.9 9.3 2.56 10 9.8



Nr. 1 73

Table 32. Energy, li and Bo for the low-energy, stronger excitations in case 7 c, c0 = 0.45.
Same units as in table 3.

A,Z: 120,52 122,52 124,52

E, B, Bo: 2.12 11 20 2.26 11 20 2.41 11 18
4.26 7.4 4.7 4.28 7.4 4.6 3.12 0.05 1.8
5.09 0.1 1.5 5.15 0.5 1.9 4.30 7.4 4.6
5.40 1.3 0.01 5.19 0.9 2.1

A,Z: 126,52 128,52 130,52

E, B, Bo: 2.54 11 16 2.64 9.5 13 2.71 8.3 10
3.21 0.6 3.8 3.34 1.7 6.4 3.51 3.0 8.4
4.31 7.3 4.6 4.31 7.1 4.7 4.30 6.7 4.8
5.21 1.2 2.3 5.21 1.3 2.5 5.20 1.2 2.9

5.72 5xl0-4 2.1 5.71 3 x 10~3 2.1

A,Z: 124,54 126,54 128,54

E, B, Bo: 2.09 15 21 2.21 14 19 2.32 14 17
3.05 0.01 1.2 3.14 0.05 2.4 3.26 0.4 3.9
4.39 7.0 4.8 4.41 7.1 4.9 4.42 7.1 5.0
5.25 0.1 2.0 5.33 0.6 2.7 5.38 1.0 3.2
5.60 1.4 0.1

A,Z: 130,54 132,54 134,54

E, B, Bo: 2.40 13 15 2.47 12 13 2.52 11 11
3.41 1.0 5.3 3.58 1.7 6.1 3.77 1.9 5.1
4.41 7.1 5.3 4.40 7.0 5.7 3.88 1.2 2.8
5.39 1.3 3.6 5.38 1.2 4.1 4.36 6.7 6.4

5.34 0.9 4.7

A,Z: 136,54 130,56 132,56

E, B, Bo- 2.55 10 9.8 2.12 16 18 2.20 15 16
4.17 10 16 3.29 0.4 4.0 3.44 0.8 4.8
5.27 0.4 4.8 4.50 7.0 5.2 4.50 7.1 5.6
5.81 0.1 1.2 5.50 0.6 3.7 5.54 1.0 4.8

5.84 1.0 0.07
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Table 32 (continued).

A,Z: 134,56 136,56 138,56

E, B, B„: 2.27 15 14 2.31 14 13 2.35 13 12
3.62 1.1 4.8 3.80 0.8 2.7 4.29 9.7 15
3.74 1.1 1.4 3.90 1.3 3.5 5.36 0.2 5.2
4.48 7.1 6.3 4.44 7.2 7.5 5.67 0.5 1.0
5.52 1.0 5.4 5.46 0.6 5.6

A,Z: 136,58 138,58 140,58

E, B, Bo: 2.07 17 16 2.12 17 15 2.16 16 14
3.63 0.9 4.0 3.81 0.5 1.8 4.38 9.4 15
3.75 0.4 1.7 3.91 1.1 3.6 5.41 0.08 4.9
4.54 7.2 6.6 4.50 7.4 8.1 5.71 0.4 2.2
5.61 0.6 5.8 5.52 0.3 5.5

5.83 0.5 1.8

MeV

— two quasi particle

— theory

X experiment

~i—i—i—i—i—i i—i i i i i r i i r~T i-------- 1—i—i------------------
52 54 56 58 Z

120 122 124 126 128 130 124 126 128 130 132 134 136 130132 134 136 138 136 138140 A

Fig. 17. Energies for case 7 b. The experimental points are due to Hansen and Nathan (ref. 16).
Recent experiments (ref. 40) indicate a possible existence of 3“ states in the following nuclei:

A,Z = 130,56 : E = 1.80 MeV, A,Z = 132,56 : E = 2.06 MeV,
A,Z = 134,56 : E = 2.37 MeV.
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120 122 124 126128 130 124 126128 130 132 134 136 130 132 134 136138 136138 140 A

Fig. 18. Energies for case 7 c. When comparing this and fig. 17 we see that now the lowest 
lying proton transition comes below the neutron ones. As discussed in the text, this causes 

great changes.

filled. Therefore, all the transitions inside partly filled shells are rather weak 
in case a) for Z just above 50. In case I)) this is even more pronounced, 
since here the strong proton transition d5/2-hn/2 has a very small uv factor 
(both levels are almost empty). As seen from fig. 17, the lowest resulting 
state in b) almost sticks to the two-quasiparticle energy.

The trend in the B values follows from the above mentioned facts. 
In a) the oscillator strength in the lowest part of the spectrum is spread 
over more levels, and in b) the lowest line is especially weak, as seen from 
fig. 10. Following, in table 31, the isotopes with Z = 56 for case b), we see 
a bump in the B values at A = 136. The reason is that the lowest neutron 
two-quasiparticle energy here is increased so much that it comes pretty near 
to the lowest proton excitation, and thus Sp goes up.

In c) the resulting state of lowest energy is always the strongest one. 
For the following states there is often an appreciable difference between 
B and Bo. Still, for the strong ones, Bo > 3B1.

The experimental results by Hansen and Nathan (giving B = 45 for 
A,Z = 124,52 and 128,52) might perhaps be taken as an indication that the 
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c) levels are most reliable at least in the beginning of the region, but the 
experimental information is very incomplete. Recent experiments by Geb- 
sciiel el al. (see caption to fig. 17), indicate a possible existence of 3“ states, 
which show a more rapid energy variation than the theoretically calculated 
ones. A confirmation of the results would be very interesting.

We note that we are here in a region, where some of the nuclei might 
be fairly near to (or even have) non-spherical equilibrium shape (ref. 28). 
This will of course influence the spectra.

Case 8: 50 < Z < 82, 82 < A’
(below the region of stable quadrupole deformation).

Here, relatively few particles are available in the partly filled shells, and 
above the lowest resulting stale a strong octupole excitation is formed, largely 
governed by the intershell transitions, as shown in figs. 8 and 9. We report 
the results arising from three different level schemes:

a) protons: g7/2:0, d5/2:0.8, /i11/2:2.4, d3/2:3.13, s1/2:3.36; neutrons: 
/*7/2 :®’ /w0.83, z13/2:1.36, /5/2:1.88, 7z9/2:1.9, /q^2 :2.25 Me\ .

b) the neutron level z13/2 changed to 0.75 MeV.
c) neutron levels as in a). The proton level 7z11/2 changed to 3.2 MeV.

The proton levels come from a modification of a suggestion by Kisslingeb 
for A ~ 200 and are almost identical to the KS II levels. In case c) we studied 
the influence of placing the proton level /z11/2 between d3/2 and s1/2, where 
the neutron 7z11/2 lies in case 5. The neutron levels are due to Cohen, 
Fulmer and McCabthy (ref. 27). They do not find the z'13/2 level, which 
in a) and b) is placed in two different positions.

The second position reproduces the /7/2 — z’13/2 distance in KS II. On the 
other hand, they use values which are greatly deviating from ours, especi­
ally by placing the 7z9;2 level 0.72 MeV below /7/2. For the three cases 
c0 = 0.45, c0 = 0.47 and c0 = 0.41, respectively, were used (see comment 
below).

Another calculation was run, using the proton levels from case a) and 
neutron levels, partly based on a suggestion by Kisslingeb: /7/2:0, 7z9/2:0.2, 
z13/2:1.5, jo3/2:1.75, /5/2:2.3, p12:2.9 MeV. The results from this calculation 
are the same as those from case a) for A’ = 82. For the greater AT.s- the ener­
gies are just a little higher; they are not reported.

For case a) the lowest proton transitions are the weak £/7/2”^n-2 an(i 
the strong (for Z > 56 lower lying) <75/2 - 7i11/2, the iw factor of which changes
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MeV

Be 32

Bth 29

56 58 60 62 Z
138 140142 142 144 146148 144 146 148 150 A

Fig. 19. Energies for case 8a with c0 = 0.45 and for case 8c with c0 = 0.41. “Two-quasiparticle” 
refers to the lowest lying two-quasiparticle energy in case 8 a. The experimental points are due 

to Hansen and Nathan (ref. 16) and E. Veje (ref. 48) (the B value).

from 0.2 al Z = 56 to 0.8 at Z = 62. The neutron transitions are the weak 
zi3/2~^n/2 with a small uv factor and the strong A7/2 — z'i3/2 with a uv factor 
varying from 0 to 0.72.

Figs. 8 and 9 illustrate how the picture changes when going away from 
the closed neutron shell. The most remarkable feature is the drop in the 
energies, caused by the increasing strength of the low-energy neutron lines, 
which lie above the proton two-quasiparticle excitation of lowest energy.

In case c) the proton quasiparticle energies are increased. This gives 
the neutron variation a greater influence, but causes an overestimate of the 
high energies. Changing two protons into two neutrons, i.e. going from 
A,Z = 142,58 to 142,60 or from 148,60 to 148,62 gives experimentally, like 
in case c), that the energy of the lowest 3~ state goes up, whereas the opposite 
is true for a). In this sense b) is a little better than a).

For the excitation of lowest energy the neutron excess gives rise to > B, 
i.e. Sn > Sp, even when the neutron shell is closed. The contributions from 
S2 are partly responsible for this. For A,Z = 142,60 Sf is somewhat greater 
than 8”.
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Table 33. 1 Energy, B and Bo for the low-energy, stronger excitations in case 8 a, c0 = 0.45.
Same units as in table 3.

A,Z: 138,56 140,58 142,58

E, B, Bo: 2.72 7.8 11 2.38 11 14 2.02 11 23
2.97 2.6 4.3 3.71 6.7 19 2.67 1.7 0.1
3.67 5.6 17 4.69 1.8 0.03 3.98 7.8 16
4.69 1.8 0.02 5.70 0.01 1.8 5.24 0.1 1.8
5.66 0.03 2.4 5.83 0.03 1.7

A,Z: 142,60 144,60 146,60

E, B, B„: 1.92 15 16 1.72 17 26 1.52 19 36
3.77 6.6 20 4.03 7.6 16 4.06 1.2 2.5
4.70 1.9 0.05 5.26 0.03 1.7 4.22 7.5 12
5.12 0.01 1.5 5.61 0.9 1.8 5.10 0.01 1.9
5.56 0.8 3.2

A,Z: 148,60 144.62 146,62

E, B, Bo: 1.36 21 46 1.51 21 21 1.35 25 32
4.30 8.8 12 3.81 6.8 20 2.44 0.04 2.7
5.18 0.01 4.2 4.70 1.8 0.05 4.06 7.7 16
5.35 0.1 1.7 5.12 3 x 10“3 1.5 5.71 0.4 3.0

5.63 0.5 4.7 5.80 0.5 2.3

A,Z: 148,62 150,62

E, B, Bo: 1.19 29 44 1.04 33 57
2.34 0.03 2.6 2.29 0.2 2.4
4.07 0.8 1.8 4.32 8.9 12
4.24 7.9 12 5.19 0.01 4.2
5.85 1.0 3.6 5.36 0.01 2.1

Above the transitions inside the partly filled shells there is a rather strong 
line for which B is only a fraction of Bo in the neutron magic nuclei. (The 
transition is governed largely by the neutron transitions).

When we had finished our above mentioned calculations, a new neutron 
level scheme became available, based on a tentative and preliminary inter­
pretation of some experimental results due to Yang et al. (ref. 29):

/7/2;0> ^9/2 /5/2-l-^ an(^ 1’13/2 i 2.0 MeV .
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Table 34. The first row gives E, B and Bo for the lowest excited state from case 8 b, c0 = 0.47, 
and the second row those for’the"same state in case 8*c, c0 = 0.41. Same’units as in table 3.

A,Z: 138,56 140,58 142,58

E, B, Bo: 2.74 6.4 9.2
3.03 17 35

2.41 9.9 12
2.82 17 29

1.84 7.2 19
1.99 11 29

A,Z: 142,60 144,60 146,60

E, B, Bo: 1.96 13 15
2.37 20 29

1.66 14 24
1.84 17 37

1.45 15 33
1.49 21 50

A,Z: 148,60 144,62 146,62

E, B, Bo: 1.32 17 42
1.23 25 66

1.56 19 19
1.95 27 33

1.36 22 30
1.57 28 47

A,Z: 148,62 150,62

E, B, Bo: 1.18 25 41
1.24 33 65

1.06 28 52
0.97 41 90

They did not see the px/2 level which we then placed al 2.3 MeV. The 
precise location of this level should have only a very small influence on 
the resulting spectrum.

When using this level scheme and the a) protons, the energy for the 
lowest state was changed by less than 0.1 MeV, the variation with neutron 
number N being a little slower than in a). The B values were increased 
by 10-20%. For the higher lying strong, resulting states the changes were 
rather small. The main difference from a) to this case is that c0 was changed 
from 0.45 to 0.43 to obtain the best energy fit.

Another calculation was performed with the Yang et al. data and protons 
from case c). When c0 is chosen to fit the lowest resulting energy in A,Z = 
150,62, (c0 = 0.393), the agreement with experiment becomes poorer than 
in c) (less steep variation of energy), especially for the Z = 60 nuclei. B 
is increased by 10-20%.

As seen above, in this region we have had some difficulties in fitting 
x. By just a small change in c0 we are able to bring the lowest resulting 
state in A,Z = 150,62 down to zero energy. This warns us to be suspicious 
on the validity of our simple treatment. It is a well-known trend from the 
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quadrupole ease that, when the resulting state is pressed far down from the 
lowest two-quasiparticle mode, the simple quasi-boson treatment breaks 
down. Anharmonicity effects and the Pauli principle should possibly have 
been taken into account. For the octupoles the situation should in general 
be better (the excitations are not so collective), one of the exceptions perhaps 
being just the nuclei below the rare-earth deformed region. It should be 
further stressed that the approximation of neglecting coupling between 
quadrupole and octupole vibrations might be especially bad here, near the 
domain of stable quadrupole deformation, where the 2 + vibrations are very 
strong and of low energy.

Case 9: Z < 82, N < 126,
(above the region of stable quadrupole deformation).

In this final case only few proton and neutron holes in the partly filled 
shells are available. A higher lying state is formed, stronger than the lowest 
resulting mode.

Two level schemes were used:

a) neutron levels suggested by Kisslinger (ref. 26) (almost identical to KS 
II) /i9/2:0, /7/2:0.2, i13/2 :0.92 , p3/2:1.65, /5/2:1.98, p1/2: 2.55 MeV; proton levels 
from calculations on Pb208 by Gillet et al. (ref. 30) <77/2:0, d5/2:1.69, hll/2: 
2.34, d3/2:3.83, s1/2:4.18 MeV.

b) same neutron levels, proton levels from a recent experiment by Na­
than (ref. 31) <y7/2:(), d5/2:1.73, 7i11/2:2.06, c/3/2:3.05 and s1/2:3.40 MeV.

The single-particle energies in the neutron shell above the partly filled 
shell are taken from a report on stripping experiments (ref. 32).

The proton energies above the partly filled shell are the values used bv 
Gillet et al. (refs. 33 and 30). The other single-particle energies come from 
the simple shell-model calculations (ref. 13) as explained before. The a) 
calculation was performed especially with the aim to compare it with the 
calculation by Gillet et al. (ref. 30).

The neutron single-particle energies are not exactly equal to the Gillet 
ones, but the differences are so small that it might be reasonable not to take 
them into account.

The transitions inside the partly filled shells are for the protons the weak 
,77/2 ^n/2 and the strong d5/2 7i11/2 transition and for the neutrons the weak 
/i9/2 z13/2 and the strong /7/2 z13/2 transition, but all the contributing levels 
are almost filled. This is especially pronounced for the protons where the 
uv factor is very near to zero.
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Table 35. Energy, B and Bo for the low-energy, stronger excitations in case 9 a, c0 = 0.413. 
Same units as in table 3.

A,Z: 192,76 192,78 194,78

E, B, Bo: 2.49 3.0 15 2.21 4.7 20 2.48 4.2 18
4.53 13 51 4.45 20 38 4.31 21 50
5.55 5.9 16 5.05 1.7 15 5.54 5.1 13

A,Z: 196,78 198,78 196,80

E, B, Bo: 2.76 4.4 18 3.03 5.6 23 2.47 6.1 21
4.10 20 57 3.88 19 60 4.08 28 50
5.38 3.4 12 5.18 1.5 8.1 5.69 1.0 10

A,Z: 198,80 200,80 202,80

E, B, Bo: 2.74 6.6 22 3.00 9.4 31 3.19 21 67
3.93 28 58 3.75 24 59 3.60 7.9 22
5.34 3.9 9.1 5.18 1.8 8.1 3.66 4.7 12

A,Z: 204,80 202,82 204,82

E, B, Bo: 3.13 34 112 2.96 16 43 3.10 33 88
3.65 29 58 3.57 9.8 21
5.87 1.8 11 5.77 1.1 10

A,Z: 206,82 208,82

E, B, Bo: 3.01 45 125 2.79 49 147

The greatest role is played by the strong transitions between the shells, 
giving a rather low-lying and strong octupole state in the doubly magic 
7^208 (fig. 7).

For the lower A values, there is a strong higher-lying 3_, whereas the 
lowest one is rather weak and near to the two-quasiparticle energy. Because 
of the neutron excess and the weakness of the proton transitions inside the 
partly filled shell, B for the lowest state is smaller than Bo.

One more calculation was run, using the a) neutron levels and proton 
levels from KSII:

t/7/2:0, d5/2:0.8, ä11/2:2.1, d3/2:2.6 and s1/2:2.95 MeV.
Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 1. 6
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Table 36. Energy, B and _B0 for the low-energy, stronger excitations in case 9 b, c0 = 0.404. 
Same units as in table 3.

A,Z: 192,76 192,78 194,78

E, B, Bo: 1.64 0.9 1.2 2.16 7.5 25 2.32 4.2 9.6
2.47 4.0 18 4.38 26 48 2.48 2.9 14
4.41 18 58 5.04 1.2 11 4.22 25 56
5.46 2.0 3.2 5.63 5.4 7.3 5.50 6.1 12
5.52 4.3 10 5.79 0.8 3.0

A,Z: 196,78 198,78 196,80

E, B, Bo; 2.34 2.3 4.0 2.34 2.1 3.6 2.43 8.7 27
2.74 5.3 21 3.00 8.0 30 4.00 33 57
3.99 23 60 3.78 21 61 5.40 4.5 4.6
5.34 4.1 11 5.16 1.7 7.7 5.67 0.9 6.9
5.86 2.8 3.6 5.68 4.3 4.7

A,Z: 198,80 200,80 202,80

E, B, Bo: 2.69 9.9 28 2.77 2.9 6.4 2.77 3.0 6.8
3.84 31 63 2.96 12 37 3.10 28 82
5.30 4.8 9.1 3.67 25 58 3.57 8.3 21

5.15 2.4 8.0 3.65 1.6 3.7
4.98 0.7 5.2

A,Z: 204,80 202,82 204,82

E, B, Bo: 2.76 6.5 17 2.90 24 59 2.98 44 109
3.01 34 109 3.57 28 53 3.54 8.0 16
4.62 4.0 0.4 5.02 4.6 3.8 4.93 2.3 4.7
5.39 4.2 5.3 5.80 2.9 8.5 5.72 1.8 9.2

A,Z: 206,82 208,82

E, B, Bo-. 2.85 53 140 2.62 58 165
4.59 4.2 0.1 4.56 4.3 0.4
4.80 0.3 3.3 5.08 2.4 1.1
5.44 1.5 3.5 5.46 1.9 2.5
5.68 0.8 5.2



Nr. 1 83

192 192 194 196198 196 198200 202 204 202204206208 A
Fig. 20. The lowest lying energy, B value and two-quasiparticle energy for the nuclei in case

9 b, where c0 = 0.404. The experimental values come from ref. 41 and ref. 49.

Although the proton energies are quite different from those above, the result­
ing states are only affected little, especially the state of lowest energy. The 
quantity c0 was 0.413 in a) and 0.404 in b). The results are given in tables 
35 and 36.

In Pô208 the agreement between theory and experiment is quite satis­
factory, but it must be remembered that c0 is chosen lower than in the other 
cases.

If < 0 is used 13 will exceed the experimental value since I30 > 13.

Comparison with the calculation by Gillet et al.

As mentioned above, we are able to compare our results with those 
obtained by Gillet et al. (ref. 30) in Pb208 when using a spin and isospin 
dependent force in which the radial dependence is of Gaussian type in the 
distance between the two nucleons. In table 37 and table 38 we quote the 
amplitudes p and q for quasiparticle pair creation and annihilation, respec­
tively, from the lowest neutron and proton modes to the lowest resulting 
state. It is remarkable that all the amplitudes except those for the neutron 

6si/2 quasiparticle excitation have the same sign for the two quite 
different forces.

6*
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Table 37. For Gillet’s calculation (ref. 30) and for the calculation from case 9 a, the table 
gives E, p = p(a, jx, j2) and ? = ?(a,Ji,j2) for the lowest neutron particle-hole excitations, 
contributing to the first octupole excitation in Pb208. E is the energy for the relevant particle­

hole excitation.
Since there is some difference between Gillet’s phase convention (ref. 42) and ours, the sign 
for our amplitudes p and q in this table is changed to be in agreement with Gillet’s choice of 

phase.

transition

5 f s 12~o g g / g......................................

o Psl2~6 <7 9 I 2............................................

5f 5/2_6 1 11/2...................................

5Pl/2—6<75/2.......................................

5 / 5/2—6d5/2.......................................

5/ 7/2~6 g 9/ 2.......................................

f*P3/2 —6^5/2.......................................

5/ 5/2~f’S 1/2.......................................

5 Pll2~6g 7/2.......................................

5 f il2~6g 7/2.......................................

5 d3i 2—6 f5/2.......................................

Gillet this
E

calculation
E P <1 P <1

4.01 0.19 0.03 4.17 0.21 0.04
4.34 -0.42 -0.07 4.50 -0.50 -0.12
4.80 0.39 0.07 4.94 0.41 0.12
5.02 0.08 0.02 5.16 0.23 0.07
5.59 0.06 0.02 5.73 0.11 0.04
5.78 -0.20 -0.06 5.95 -0.09 -0.03
5.92 -0.05 -0.02 6.06 -0.15 -0.06
6.04 -0.08 -0.04 6.20 0.12 0.04
6.14 0.17 0.04 6.07 0.20 0.07
6.71 0.13 0.05 6.64 0.15 0.06
6.93 0.05 0.02 6.69 0.11 0.04

Table 38. E, p and q for the lowest proton particle-hole excitations contributing to the first 
octupole state in Pb208. For further explanation, see caption to table 37.

transition
E

Gillet

P Q
this
P

calculation
?

4.61 -0.47 -0.08 -0.33 -0.08
4 S i / o—5 f f n........................ 5.16 0.37 0.08 0.22 0.071/ 2 v / 7'2
4 d» 10—5 /-■>........................ 5.51 -0.15 -0.04 -0.11 -0.03
4 d - > 0—5 haï»........................ 6.75 -0.07 -0.02 -0.06 -0.020'2 9'2........................

7.26 -0.1.3 -0.05 -0.09 -0.043/2 I 3'2 ’ * ' ..................
4 s , 0-5fco........................ 7.56 -0.15 -0.06 -0.10 -0.041 / 2 / 5 / 2........................

7.65 0.14 0.06 0.10 0.055'2 / 7 / 2........................
5 /in / 0—6 Z i a / ......................... 7.72 -0.17 -0.07 -0.17 -0.084 4'2 to'*«
i d — 5 f 7.91 -0.10 -0.04 -0.08 -0.043 / 2 'J 1 5 / 2........................

Concerning their magnitudes, there is also a quite strong correlation. 
The most interesting feature is that the Gillet neutron amplitudes in general 
are a little smaller than our amplitudes, whereas the proton ones are about 
50 °/0 greater.
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This is consistent with the result that Gillet et al. reach 6O°/o of the 
experimental B value (which is only known ± 3O°/o, ref. 41) without using 
any renormalization of the charge. If we took only the AN = 1 transitions 
into account (keeping the resulting energy constant) B would go down with 
a factor of two.

A stronger influence from the proton excitations on the lowest resulting 
level is obtained when an isospin dependent force is introduced. Thus, when 
xq = - 0.5 x0 is used and x0 is changed to give approximately the same energy 
as when = 0, the B value is increased by 5O°/o, which means that it 
becomes greater than the experimental value. (c0 = 0.38, Xj = - O.5xo gives 
E = 2.83 MeV, B = 72.)

16. Concluding remarks

The most striking feature we meet when we start the numerical calcula­
tions is the very great sensitivity of the results to the energies of the shell­
model levels inside the partly filled shells, and the incomplete and partly 
contradictory information which is available concerning these energies.

Il looks as if one may sometimes take different shell-model level schemes 
for all of which it is possible to argue reasonably well, and obtain very 
different quantitative pictures for the lowest part of the resulting spectrum, 
especially for the B values. This should be kept in mind, when our conclu­
sions are studied.

When the number of experimental results increases, and when more 
modes of excitation are to be described from the same quasiparticle energies, 
we may get a better insight into the variation of e(j), and then also into the 
precise validity of the theory.

The fitting of the octupole force constant

For simplicity reasons a major part of the calculation was made, using 
an isospin independent octupole force constant.

In general it has been possible to fit the experimental energies of the 
lowest resulting excitation reasonably well with a smoothly varying x. In the Ni 
region we had to use a value which was a few percent larger, and in Zr 
a value which was a few percent smaller. Although difficult to say definitely 
(cf. sect. 14) there seems to be some tendency for a weaker x variation 
with A than obtained by a simple scaling argument (cf. sect. 2).
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This might be taken as an indication that the surface region of the nucleus 
should have a stronger weight than assumed by our simple Hamiltonian.

The magnitude and variation of x are in general agreement with the 
parameters used by Soloviev et al. (ref. 3), although some details are 
different. E.g. they take only part of the single-particle levels into account. 
When more and more levels are included, their x value approaches our 
value (ref. 43).

They also use another (slower) A variation inside each of the two regions 
of deformed nuclei around A ~ 180 and A ~ 240, whereas the variation 
from the first region to the second is approximately the same as our overall 
variation.

From the calculations on quadrupole vibrations (ref. KS II) it is well 
known that when the lowest resulting energy is pressed far down from the 
lowest two-quasiparticle excitation, the fitting of x becomes very difficult. 
Even a small change in x may bring the resulting energy down to zero.

This indicates that the simple quasiboson approximation breaks down. 
When the state is very collective, the Pauli principle and various anharmo- 
nicities should presumably have been taken into account (ref. 44).

Since the octupole vibrations are only moderately collective, the simple 
theory should work better for these than for the quadrupoles.

An exception is perhaps the nuclei just below the deformed rare-earth 
region where the nuclei seem to be able to undergo octupole deformation 
rather easily. However, there is in this case a great uncertainty in the single­
particle energies, and a definite conclusion is difficult.

The general distribution of oscillator strength

From the calculation it appears that the octupole-octupole force sucks 
5-10 °/0 of the total B oscillator strength down and places it on some few, 
strong lines in the lowest part of the spectrum. While B for these lines 
varies quickly, B x E shows a much slower variation.

The rest of the oscillator strength is distributed in the Fim0 and 3hco0 
regions. In the present model it will not be concentrated to any high degree 
at some few levels but is spread rather smoothly over large energy intervals. 
One of the more interesting results is that very strong lines just below or 
above the 3ha>0 region can hardly be expected, but it should be stressed 
that we have used a crude model and parameters which are not very well 
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known. There is especially poor knowledge about the energy distribution 
of the unperturbed excitations in the 3ha>0 region.

The influence of the shell structure is clearly seen. E.g. the low-energy 
part of the oscillator strength in the typical case is split into two parts because 
of an energy gap in the unperturbed spectrum. This gap appears just above 
the two-quasiparticle excitations inside partly filled shells.

It is worthwhile to note that the octupole excitation of lowest energy in 
some sense only represents a fine structure in the resulting spectrum, although 
it has been the subject of almost all theoretical and experimental investiga­
tions and is the most easily observed. The fine structure occurs because 
the spin-orbit splitting pushes a level down, so that some particles outside 
the core may change orbit almost without change in energy and make large 
octupole moments. An essential part of the oscillator strength is left on higher 
levels.

The low energy part of the spectrum

From the calculation it is seen that the energy of the lowest resulting state 
very intimately follows the variations in energy and strength of the very 
lowest two-quasiparticle modes. By studying the single-particle level scheme 
and the Riling of the levels it is possible in a very simple way to understand 
the variations in position and strength of the strong excitations of low energy.

The few measured B values are reproduced by the calculation, in general 
within 3O°/o.

This is the best we could expect from the simple theory.
AVe may stress that the calculation has been performed without intro­

ducing any effective charge. If the 3/1 co0 unperturbed transitions were 
not included, the B values would be about a factor of two smaller. Some 
uncertainty is introduced in B by simply using harmonic oscillator values 
for the strength and energy of the high-lying transitions.

There is some indication that the theory systematically underestimates 
the B value and it is not difficult to find possible reasons for this. One is 
that an isospin independent octupole force is used. We have seen how in 
almost all cases introduction of an isovector component leads to an increase 
in the resulting B value. We have not gone into a systematic study but may 
mention that in the Sn region where the discrepancies between theory and 
experiment for the B values are especially great, introduction of + 0 
will have an especially large effect. Another possible reason is the systema- 
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tic error due to the use of the same harmonic oscillator potential for protons 
and neutrons. Thus, because of the neutron excess, the protons are kept 
too close to the nuclear centre and contribute too little to the transition 
moments. Finally, it is a more trivial possibility that a somewhat stronger 
pairing force should have been used. This would give higher two-quasi- 
particle energies. To reproduce the experimental energies a stronger octupole­
octupole force should be used, the state would be more collective, i.e. B 
greater.

The isospin properties

In the calculation it has been found that the low-energy strong excitations 
to a good degree are of r = 0 type, although r = 1 impurities may give 
rise to interesting effects, e.g. so that the “strength” of the excitation depends 
of whether it is measured with the help of inelastic scattering of protons,or 
with a scattering or with Coulomb excitation. For the models which we have 
used, and for Xj values from a tentative theoretical estimate, there is no 
strong tendency towards concentrating the r = 1 oscillator strength on a 
single level.

When using a pure x0 force we make a systematic error, which however 
should be small, when the energies of the strong excitations of low energy are 
considered. For B there may be a more significant change when Xi is intro­
duced, as mentioned above.

It is very difficult to determine the strength of the r = 1 part of the long-range 
force. One possibility might be to study the ratio of isospin Hip to non-isospin 
flip in the excitation of 3' states by inelastic nucleon scattering. Another 
one is to study relative cross sections for inelastic scattering processes, using 
particles with different isospins and exciting different 3“ levels in the same 
nucleus.

It should be less rewarding to study, e.g., the lowest 3“ state in neighbouring 
nuclei, since the change in isospin character with a change in the atomic 
number is not very rapid.
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1. Introduction

he amount of experimental information concerning the excited states of
1 deformed odd nuclei has increased considerably in recent years together 
with an improvement of the theoretical description of these states. The low- 
lying states can be described remarkably well as collective rotations based 
on single-particle orbitals in a deformed potential1»2). Some success has also 
been obtained in interpreting certain states at higher excitation as collective 
vibrations based on the single-particle levels. These collective slates can be 
considered to be the result of a correlated motion of many particles where, 
in the limiting case, the amplitude of each single-particle component is small 
compared to the total. However, in actual fact, collective vibrational states 
often exhibit properties which indicate that one or two single-particle com­
ponents may constitute appreciable fractions of the total amplitude. In 
order to understand the properties of these states, it would be useful to have 
a knowledge of the systematics of intrinsic states and the composition of the 
collective states in this region.

As a result of the various different modes of excitation the energy spec­
trum of a heavy deformed nucleus can be very complex. For the experimental 
study of such spectra, it is advantageous to make use of nuclear reactions 
with a high degree of selectivity in the nature of the states populated. Thus, 
it is well known that reactions involving the transfer of a single nucleon 
between projectile and target are especially suited for the determination of 
the various single-particle components of a state which, in principle, can be 
determined from the reaction cross sections.

In the past, (d,t) and (d,p) reactions have been used to study low-lying 
levels in several nuclei which have a spherical equilibrium shape3» 4). The 
two reactions serve as complementary spectroscopic tools in that the strip­
ping process favours the population of particle states whereas the pick-up 
process favours the population of hole states. A number of deformed nuclei 
have also been studied by means of the (d,p} reaction5»6»7) and it has been

1*
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shown that the probabilities for populating the various members of rota­
tional bands can be predicted quite well, using the stripping theory of 
Satchler8* with the nuclear wave functions of Nilsson1* and the intrinsic- 
particle cross section given by a distorted wave Born approximation (DWBA) 
calculation9*.  It is not a priori expected that such is the case, since all three 
basic parts of the analysis do not have a sound theoretical footing. In the 
form used, the Satchler stripping theory is valid only insofar as the reaction 
proceeds by a one step process. For the deformed nuclei, the presence of 
a large number of low-lying easily excited rotational levels provides a region 
where the two-step process of excitation and stripping may be important. 
It will be shown however, in an unambiguous case, that this mechanism is 
not of primary importance. The use of Nilsson wave functions based upon a 
harmonic oscillator potential is justified by the success achieved using these 
wave functions. More realistic wave functions would be obtained from 
calculations in a deformed Woods-Saxon well, but the qualitative features 
of the wave functions must be retained, i.e. large components of the wave 
function must remain large, small components remain small. DWBA calcu­
lations that have been used to date assume a zero-range interaction and 
spherical nuclei. It would be desirable to have coupled channel calculations 
that treat finite-range, non-locality and spin-orbit coupling in a deformed 
system while utilizing optical model parameters obtained from an extensive 
series of experiments and analysis. The complexity of this problem places 
it beyond the current range of detailed calculation. It has been shown, how­
ever, that the zero-range calculation provides good qualitative relationships 
among the cross sections for different Z-values and Q-values, provided re­
asonable optical model parameters are used5’ 6*.  If sufficient information 
is available, this feature makes it possible to extract detailed absolute in­
formation once the procedure has been calibrated. This has been done in 
the present study. Information was available prior to analysis for several 
low-lying intrinsic bands. This information was used in an empirical ana­
lysis of some of the data from both (d,p) and (d,/) reactions and the results 
were compared with those obtained with the procedures outlined above. 
Cross-checks and consistency between the two methods of analysis together 
with consistency in the results obtained from the analysis of all the data 
show that the procedures are reliable. We can therefore state that despite 
the theoretical objections that can be raised, the procedures used yield 
meaningful identifications and spectroscopic factors. In the discussion 
to follow, it is therefore tacitly assumed that use of the Satchler stripping 
theory, Nilsson wave functions and representative zero-range DWBA calcu- 
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lations is justified and may be utilized as a framework within which to 
analyze the data.

The present work is part of an investigation of the energy levels in lhe 
ytterbium nuclei by means of the (d,p) and (d,t) reactions. The analysis 
of the results for the even-even final nuclei will appear as a separate re­
port10). In order to examine the systematic behaviour of the intrinsic states and 
their filling near lhe Fermi surface it is helpful to carry out experiments on 
a series of isotopes. Therefore, targets enriched in each of the stable isotopes 
of ytterbium were used. The ytterbium series, where there are seven stable 
isotopes (five even-even and two odd), was chosen because there is very 
little variation in nuclear deformation11). Also, the vibrational states in the 
heavier ytterbium nuclei are at higher excitation energies than in other rare 
earths10, 12>. Thus, it is expected that they will have less interaction with 
the low-lying intrinsic states populated by lhe stripping and pick-up pro­
cesses, making possible the observation of relatively pure single-particle 
states over a greater interval of excitation.

2. Theoretical Considerations

From lhe work of Satciiler8) it is seen that the differential cross section 
for a {d,p} reaction between a target nucleus with spin It and a final state 
with spin If can be written

(1)

where <pi(ß} is the single-particle reaction cross section for angular momen­
tum transfer I at the angle 0. This quantity can be obtained by means of a 
distorted wave Born approximation (DWBA) calculation.

The spectroscopic factor, Si, is determined by the nuclear structure only, 
and is thus independent of angle 6, Q-value, etc. If one uses the Nilsson 
wave functions1), the value of Si for a transition to a rotational state in a 
deformed nucleus is

(2)
where

2/ + 1 <7j±Kt^ (3)
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The Cji values are characteristic of the orbital into which the neutron is 
stripped and are related to the Nilsson coefficients aiA by means of the 
Clcbsch-Gordon transformation

Cjt =2aiA^AZ\j^), (4)
A

where the quantities A, E, K and £? are the same as those used by Nilsson. 
Ki and Kf are the spin components parallel to the symmetry axis in the 
initial and final nucleus, respectively. AK is the K value of the orbital into 
which the neutron is stripped. <99^99) is the overlap integral for the initial 
and final states and is expected to be nearly unity if the nuclear deforma­
tion does not vary greatly. The factor g is equal to | 2 if Kt = 0 or Kf = 0 
but otherwise is equal to unity.

In general, the reaction cross section to a given state can have contribu­
tions from several different /-values. However, for an even-even target 
nucleus where j is necessarily equal to If the expression simplifies to

(5)

In this case it is therefore much easier to compare the theoretical and ex­
perimental results, and it is for this reason that the experiments pertaining 
to levels in odd nuclei are discussed first. It is then possible to use empirical 
values of C2lcpl to make better predictions for the population of states in 
even-even nuclei.

The above discussion neglects the partial filling of levels caused by the 
pairing force and assumes that U2 = 1, where U2 is the probability that the 
state into which the neutron is stripped is empty in the target nucleus. 
Therefore, expression (5) should be changed to read

(6)

All the expressions (l)-(6) are valid also for the (d,/) reaction, provided 
an appropriate gpt is used and U2 is changed to V2, where ti2 + V2 = 1 . The 
Cji coefficients in this case pertain to the state from which the neutron is 
removed.
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3. Experimental Procedure and Results

The 12-Mev deuteron beam used in these experiments was produced by 
the Niels Bohr Institute Tandem Accelerator. The reaction products were 
analyzed in a single gap, broad range, magnetic spectrograph13). Targets 
of Yb, isotopically enriched in the desired mass number, were prepared by 
vacuum evaporation onto carbon backings from a tantalum crucible heated 
by electron bombardment14). The enriched samples were obtained in the 
form of Yb2O3 from the Stable Isotopes Division of the Oak Ridge National 
Laboratory and the isotopic compositions estimated by the supplier are 
shown in Table 1. Before evaporation, the oxides were reduced by lanthanum 
to ytterbium metal. The target thickness was between 50 /zg/cm2 and 150 
/zg/cm2. The Yb168 target was not prepared in the above manner, because 
of the low natural abundance of this isotope (0.2 %). For this target, a 
sample enriched to ~lO°/o Yb168, obtained from Oak Ridge, was subjected 
to further enrichment in the University of Aarhus isotope separator, and 
simultaneously deposited on a carbon backing by the technique developed 
by Skilbreid15). The final enrichment is estimated to be ~99 % and the 
thickness was ~40 /zg/cm2.

The beam defining slits and the entrance aperture of the spectrograph 
were set to give an energy resolution of approximately 0.1 %. The solid 
angle of the spectrograph varies slightly with plate position and this de­
pendence was determined by placing a ThB alpha source in the target 
position and, using différent magnetic field strengths, making short exposures 
of known duration at various positions on the plate. The mean value of 
the solid angle was ~5x 10“4 steradians for the slit settings used in these 
experiments.

Table 1. Isotopic Composition of the Yb Targets.

Target
Mass

Isotopic Abundance

168 170 171 172 173 174 176

168 > 99
170 < 0.1 85.4 5.42 3.66 1.93 2.86 0.75
171 < 0.02 0.27 95.96 2.03 0.63 0.91 0.20
172 < 0.01 0.05 0.75 97.15 1.01 0.87 0.19
173 < 0.05 0.05 0.44 2.33 92.6 4.3 0.38
174 < 0.01 0.02 0.08 0.20 0.52 98.97 0.22
176 < 0.01 0.03 0.16 0.29 0.29 1.45 97.77
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With a deuteron energy af 12 Mev and the mass differences encountered 
in this region of the periodic table, the ground-state triton group always 
had a greater magnetic rigidity than the elastic deuterons. The excitation 
energy in the triton spectrum, at which the elastic deuteron peak appeared, 
increased from ~1 Mev with a Yb168 target to ~3 Mev with a Yb176 target. 
The magnetic rigidity of the ground state proton group was always less than 
that of the elastic deuterons and therefore these groups appeared at an 
excitation of several Mev in the inelastic deuteron spectrum. For these 
experiments, an absorbing foil of aluminium, 27 mg/cm2 thick, was placed 
over the region of the photographic plates where the deuterons were ex­
pected, in order to prevent tritons from appearing in the deuteron spectra. 
Aluminium foils from 100 mg/cm2 to 154 mg/cm2 thick were placed 
over the plates where the protons were expected in order to stop deu­
terons, tritons and alpha particles. These foils also served the purpose 
of reducing the proton energy such that the desired proton tracks were 
denser and thus easier to count. No absorbing foil was used over the plates 
where the triton groups were expected. The plate-holder was loaded with 
five photographic plates, 20.3 cm longx5.1 cm wide, placed end to end. The 
plates were manufactured by Ilford and had a Type K2 emulsion with a 
thickness of 25 microns. In this manner it was possible to record simul­
taneously the proton, triton and inelastic deuteron spectra from a target, 
although in practice some information from at least one of these spectra 
was often lost due to the cracks where the plates were joined.

Beam currents from 100 nA to 600 nA were used and the total charge 
for each exposure was measured with a Faraday cup and current integrator. 
In the analysis of the data, peak intensities were determined relative to the 
intensity of the elastic deuteron peak. However, on the long exposures 
required, the track density in the elastic peak was so great that counting 
was impossible. Therefore, a short exposure, planned to give a reasonable 
number of tracks in the elastic peak, was made immediately before and/or 
after the long exposure. The relative intensities of the short and long ex­
posures were determined from the charges measured by the beam current 
integrator.

In order to convert these relative intensities into absolute cross sections 
for the proton and triton groups, separate experiments were performed to 
measure the absolute cross section for elastic deuteron scattering. Two 
separate approaches were tried. In one case, an Yb target was placed in a 
scattering chamber where a solid-state counter was used as a detector. The 
angular distribution of the elastic peak was measured for 12 Mev deuterons.
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If one assumes that the cross section for small angle scattering approaches 
the Rutherford cross section, these data can be normalized to absolute 
values without a knowledge of target thickness, detector solid angle, etc. 
For the second method, the same experimental arrangement was used and 
the relative intensities of elastic deuterons were measured at several angles 
for beam energies of 5 Mev and 12 Mev. By assuming that the 5 Mev elastic 
scattering cross section is equal to the Rutherford cross section, the absolute 
value for the 12 Mev elastic scattering cross section is obtained. The two 
methods gave results which agreed within 10%, and the estimated uncer­
tainty in the results is ~15 %. This procedure was carried out for targets 
of several different Yb isotopes, but any differences in the elastic scattering 
cross sections for the different masses were smaller than the experimental 
uncertainties. Therefore, in the analysis of the data, the same elastic scat­
tering cross section was assumed for all masses of ytterbium. The values 
used were 460 mb/sr, 60 mb/sr and 13 mb/sr for scattering angles of 60°, 
90° and 125°, respectively. No attempt has been made to measure angular 
distributions of the reaction products. For most reactions, spectra have 
been obtained al two, and sometimes three, of the angles stated above, in
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Table 2. Levels Populated in Yb167.

Ener­
gy

Previ­
ously 

Known 
Energy

Nilsson Assignment
da/dl2

0 = 56° 0 = 60° 6 = 85° 0 = 90° 0 = 125°

0 0 5/2 5/2 - [523] 9 ~ 5 13
30 5 ~ 4 ~ 3
59 15 17 34 28
79 7/2 5/2-[523] ~ 2 ~ 3 7

187 9/2 5/2-[523]+3/2 3/2-[521] 49 45 90 96 78
212 1/2 1/2-[521] ? 42 52 62 55 40
258 12 10 12 19
277 4 6 12
316 7/2 3/2- [521] 50 64 98 124 89
408 9/2 3/2-[521]+ 7/2 1/2-[521] ? ~ 7 12 ~ 22
477 2
545 ~ 4
566 ~ 40 44 89 82
601 ~ 4
614 ~ 26 30 ~ 60 62
660 9 10
692 ~ 4
752 ~ 22 21 52 47
801 ~ 2
835 5 ~ 8 ~ 10
966 24 ~ 33 28

* Due to the fact that the areas of the Yb168 targets were small, greater difficulties were 
encountered in normalizing intensities to the elastic scattering cross sections. Hence the un­
certainties on relative values from different angles can be as great as 20%, as compared with 
10% for the other Yb targets.

order to help isolate impurity peaks by means of their different kinematic 
shift of energy with angle.

The photographic plates were scanned by counting the tracks in strips, 
1/4 mm wide, using microscopes with specially constructed stages. For the 
determination of energies the peak positions were defined to be the positions 
of one-third maximum height on the high energy sides of the peaks. The 
calculation of output energies and Q-values was performed on a GIER 
digital computer. Energy calibration of the spectrograph was carried out 
using the 6.0498 Mev and 8.7864 Mev alpha particle groups from an active 
deposit of ThB placed in the target position.

The proton and triton spectra obtained for the different targets at 0 = 90° 
are shown in Figures 1-10. For the case of the Yb168 target, the spectra from
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2. Triton spectrum for the reaction Yb170(d,Z) Yb169 at 0 = 90°.Figure

an experiment at 0 = 85° are shown, because the reaction products 
from C13 in the target backing obscure important regions of the spectra 
at 6 = 90°. The excitation energies and cross sections for the various 
levels observed are given in Tables 2—7. The energies quoted in the first 
column of Tables 2-7 are the averages of the values obtained from the various 
exposures. The uncertainties in excitation energies are less than 2 or 3 kev 
for low-lying states and less than 5 or 6 kev for states at ~1.5 Mev excita­
tion. The level assignments given in the third columns of these tables are 
discussed in the next section.

The cross sections in Tables 2-7 have been corrected for variation of 
the solid angle of the spectrograph with radius and for the contributions of 
isotopic impurities in the elastic peaks used for normalization. In the course 
of this work, a number of exposures have been repeated, and the intensities 
of the strong peaks were found to be reproducible to within 10 %. In view 
of this, and the possible variation in the elastic cross sections with mass, 
the uncertainty in relative intensities from different target masses is estimated 
to be not greater than ~15 %. The absolute intensities are also subject to
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Table 3. Levels Populated in Yb169.
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gy

Previ­
ously 

Known 
Energy

Nilsson Assignment
do ao{d ,0^

sr
do ,, .fib 
dQ(d’p)Tr

6 = 60° 0 = 90° e = 56° 0 = 60° 0 =85

not
0 0 7/2 7/2 +[633 J seen ~ i

24 24 1/2 1/2-[521] 162 155 238 ~ 230 115
70 71 9/2 7/2 + [633] 12 22 ~ 13 14

84 87 3/2 1/2 — [521] ] 30 8
26

63 C13* 4998 100 5/2 1/2- [521] 1

157 11/2 7/2 + [633] ~ 1
192 191.5 5/2 5/2-[512] Si28* 8 4
244 244 7/2 1/2- [521] 32 48 99 72

266 1 265 9/2 1/2- [521] ] I 26
1 13/2 7/2 + 1633] 46 300 Si28* 228

277 278.5 7/2 5/2-[512] 1 65
390 388 9/2 5/2- [512] 7 7 7
487 488 11/2 1/2- [521] 3 4
523 522 11/2 5/2- [512] 5 6 4

569 570.5 5/2 5/2-[523] 1 9 20 5 4
584 5/2 5/2+ [642] 1 11

647 647 7/2 5/2- [523] j- 69 ~ 13 53 43
~ 10

657 3/2 3/2-[521] 80 ~ 17

704 9/2 5/2+ [642] j 23 30 9 ~ 6
10718 5/2 3/2-[521] ~ 12 ~ 9

747 746 9/2 5/2- [523] 6 ~ 22 ~ 6 9 11
805 7/2 3/2-[521] +A = 1/2 y-vib 56 100 43 42 36
849 3/2 1/2 y-vib ~ 3 ~ 15 236 178 145

871 11/2 5/2- [523] 1 8
1 8 31

877 13/2 5/2 + [642] ~ 9 ~ 6 ~ 4
911 5/2 1/2 y-vib 70 47 49
925 9/2 3/2- [521] ? 6 22
959 76 48 37
996 7/2 1/2 y-vib 21 Si28* 19

1030 55 110 19
1064 p 17 ~ 18 ~ 14
1074 8 ~ 8 ~ 14
1106 54 105 44 23
1134 8 8

(continued)
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* This section of the plate was obscured by reactions from the element indicated.

Table 3 (continued).
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Previ­
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Known Nilsson Assignment
do

sr
do ,, .fib 
dn(d’P>Tr

> > s=
< Ca

Energy
0 = 60° 6 = 90° 0 = 56° 0 = 60° 0 = 85°

1170 ~ 6 11
1182 ~ 2 10
1198 ~ 6 21 9
1225 11 13 14
1285 ~ 9 173 120
1317 18 ~ 20 18
1351 ~ 14 171 111
1395 ~ 7 20 68 58

~ 1421 5 ~ 4 7
1459 16 ~ 61 29
1473 ~ 40 23
1526 73 46
1553 ~ 88 56
1567 ~ 21
1607 ~ 50
1640 238
1688 334
1733 ~ 61
1767 ~ 150

the error in the determination of the elastic scattering cross section and thus 
may have an error as large as 20-25 %. The smaller peaks have larger 
errors, not only because of poorer statistics (in these experiments, a total 
count of 100 tracks usually corresponds to about 10-20 microbarns per 
steradian), but also because of the danger of an impurity peak being included 
in the count. In the present work, isotopic impurities are not a serious pro­
blem in this respect because the spectra of all the stable species of Yb have 
been measured. Thus, where necessary, the contribution to a spectrum 
from this source can be easily subtracted. The C13 in the carbon of the target 
backings often resulted in “peaks” in the spectra, as can be seen in several 
of the figures. The protons and tritons from this impurity are also easy to 
identify because they always occur at the same energy and the “peaks” 
are broader. The extra broadness is due to the fact that the energy of out- 
coming particles has a greater variation with angle for a light target nucleus
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than for a heavy one. As the slit at the entrance to the magnetic field region 
of the spectrograph usually subtended an angle of several degrees at the 
target, an appreciable energy spread can result for a light target nucleus. It 
should also be noted that another difficulty arises with the data in Tables 
2-7. It often happens that peaks are found in the (d,V) and (d,p) spectra 
corresponding to the same excitation energy within the uncertainty of the 
measurements. However, due to the high density of levels, there is a pos­
sibility that more than one level is present. Thus, although both (d,p} and 
(d,I) cross sections may be quoted for such a level, it may be that they 
correspond to two different “unresolved” states.

The ground-state Q-values for the reactions studied are given in Table 8. 
For completeness, the data from odd targets have also been included. 
Columns 4 and 5 show the neutron separation energies calculated from the 
(d,f) and (d,p) Q-values and the last column shows the neutron separation 
energies obtained from the tables of Mattauch et al.16). The uncertainty on 
the present Q-value measurements is of the order of 12 kev.

4. Interpretation of the Spectra

The predicted intensity for the various states in a rotational band based 
on a Nilsson state can be calculated from expression (6). As the quantities 
U2 and V2 are not well known initially, it is not easy to predict accurately 
the absolute cross sections for levels near the ground state. However, since 
the valne of V2 is the same for all members in a rotational band, the relative 
intensities of the states within the band are preserved.

Representative values of the quantity cpi are shown in Figure 11, plotted 
in a manner which shows the dependence on I and the Q-value. These 
values have been obtained from a DWBA calculation of Satchler17) who 
has used reasonable values of the optical-model parameters*).  There is 
evidence6) that the angular distributions and absolute values calculated for 
the (d,p) process agree with experiment, but no such tests of the (</,/) 
calculations have been made. Table 9 shows the predicted differential
(d,I) cross sections for some of the Nilsson orbitals found in this mass

* Optical-model parameters used :in the calculations were as follows

V W r0 a rô a' WD rc
(d,p) Deuteron potential 86 1.15 0.87 1.37 0.7 12 1.25

Proton potential 55 1.25 0.65 1.25 0.47 15 1.25
(d,t) Deuteron potential 103 0 1.15 0.81 1.34 0.68 52 1.3

Triton potential 100 14 1.07 0.854 1.7 0.73 0 1.4
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EXCITATION ENERGY (keV)

region. These values were calculated using expression (6) with 0 = 90°, 
Q = 0, V2 = 1. The Cji were calculated from Nilsson’s wave functions1’6) 
for a deformation of t] = 6, and the (pi were obtained from Figure 11. The 
dependence of <pt on the /-value for the (d,p) reaction is similar to that for 
the (d,/) reaction so the ratios of intensities within a band are not widely 
different in the two processes. (This is not true, of course, when the target 
nucleus is odd, where the simplified expression (6) is not valid.)

In the spectra of Figures 1-10 it is seen that many of the states corre­
sponding to the observed proton and triton groups have been classified in 
terms of the Nilsson model. All the reasons for the choice of each assignment 
will not be discussed in detail. The decisions have been based largely on 
the fact that each Nilsson orbital has a characteristic distribution of intensity 
amongst the various members of its rotational band and that this distribu­
tion is similar for all nuclei. Other properties of the bands, such as moments 
of inertia, decoupling parameter (for K = 1 /2 bands), systematics of ex­
citation energy with neutron number, etc. were also considered. In the case 
of orbitals which originate from shell-model states of relatively small angular 
momenta, the members of the band with low spin values tend to have large



16 Nr. 2

Table 4. Levels Populated in Yb171.

er
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er
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Previ­
ously 

Known 
Energy

Nilsson Assignment
do /u 
dä(dJ,"1'sr

do 
dô(rl

//ft 
,P) sr

> > c
< CW 0 = 60° 0 = 90° 0 = 60° 0 = 90°

0 0 1/2 1/2 - [521] 480 340 167 68

72
( 66.73
1 75.88

3/2 1/2 —[521]
95 82 42 345/2 1/2-[521]

121 122.4 5/2 5/2 - [512] 4.3 ~ 14 ~ 7.4
168 167.6 9/2 7/2 + [633] 28 38 12 10.3
208 208.0 7/2 5/2-[512] 115 127 208 160

230 230.5
247

7/2 1/2-[521] J 103 110 i 66 1 45
J~ 250 9/2 1/2-[521] ~ 11

318 317.3 9/2 5/2-[512] + Yb172 4.4 ~ 6** () * *
369 13/2 7/2 + [633] 18 48 11 25
449 11/2 5/2- [512] 2.8 ~ 8 ~ 4.8
486 11/2 1/2-[521] 4.6 ~ 2.5 ~ 5.3
838 835.0 7/2 7/2-[514] + ? 14 22 51 38

~ 867 862 h
876 ~ 3 ~ 4
902 3/2 3/2-[521]* 104 117
906 21 ~ 12
945
971

~ 987

948.3 9/2 7/2-[514]+ 1/2 1/2-1510]*
H 72

44 50

995 3/2 1/2 - [510]* 298 198
1026

~ 1038
i',G 62 32 ~ 34

1052 5/2 1/2- [510]* 71 86
1079 7/2 3/2-[521]* ~ 46 78 18 26

~ 1113 ~ 4 ~ 5
1118 ~ 17 36
1144 7/2 1/2 - [5101* 30 31
1188 ~ 8 14
1204 8 21

~ 1244 1
1254 9/2 1/2-[510]* ~ 6 9
1280 11
1290 ~ 31 ~ 21

~ 1300 ~ 6
1320 15
1328 144 93
1348 ~ 41 72

(continued)



Nr. 2 17

* These states are thought to be y-vibrations which contain large fractions of the single­
particle states indicated. See text.

** After subtraction of ~Q^b!sr due to isotopic impurity in the target.

Table 4 (continued).
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Previ­
ously 

Known 
Energy

Nilsson Assignment

do
sr

do < i ,PAh

sr

0= 60° 0= 90° 0= 60° 0= 90°

~ 1356 ~ 28 ~ 28
1387 ~ 4
1395 208 141
1402 ~ 5
1432 20 ~ 36 ~ 29
1460 27
1486 28 250 175
1518 72 125
1524 75 45
1559 ~ 2
1588 ~ 23 32
1599 8
1627 292 141
1638 20
1662 19
1671 358 174
1715 5
1730 210
1765 68
1771 32

values of C2̂ and thus strong cross sections. In these cases it is easy to make 
an unambiguous assignment of the observed peaks. However, orbitals 
originating from shell-model states of high angular momentum tend to have 
large values of for the high spin states only. As the cross section decreases 
rapidly with increasing /-value, the net result is that the total population of 
such bands is more than an order of magnitude weaker than for the strongest 
ones. This situation is found in the present work for some of the Nilsson 
orbitals which come from the z'13/2 shell-model state. In addition, these bands 
usually have only about two states for which is not vanishingly small, 
and hence only two members of the band are populated strongly enough 
to be observed. This makes the identification less certain than when several 
members are populated, especially if one of the two weak peaks is obscured 
by stronger groups.

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 2. 2



18 Nr. 2

100

10

o

z 
o
or 

o
cr
LÜ
CQ
X
Z) 
z

Q_

£ 10000

E 
E 

et
Ld 
Q_

CO 
*2
O 
< 
æ

78 80 82 84 86 80 90 92 94 96 98
DISTANCE ALONG PLATE (cm)

Figure 4. Triton spectrum for the reaction Yb172(d,f) Yb171 at Û = 90°.
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Level schemes for Hie Yb167, Yb169, Yb171, Yb173 and Yb175 are given in 
Figures 12-16 where the assigned states are separated into rotational bands. 
No level scheme is given for Yb177 as the results are essentially the same as 
those of Vergnes and Sheline6). The excitation energy of the band head of 
each Nilsson stale is shown plotted against the neutron number in Figure 17. 
Points plotted at negative energies in this diagram indicate that the orbital 
is a hole state, as determined from relative Çd,p) and (d,T) cross sections 
and systematics.

In view of the similarity of the spectrum of a given band in one nucleus 
to that of the same band in the other nuclei, it seems reasonable to consider 
one orbital al a time, discussing its properties in the different isotopes. The 
bands which have the largest cross sections will be considered first.

A — The 1/2 —[521]*  Orbital
This orbital is known to be the ground state of Yb171 and it has a charac­

teristic level spacing due to its decoupling parameter a ^0.87**.  It occurs 
at an excitation energy of 24 kev in Yb169 and a similar level spacing is

* The notation used here is 7<Tr[Nnz/l]. When a particular member in a rotational band is 
referred to, the quantum numbers used are IK7i[NnzA].

** For previously known levels, see references 18-20.
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Table 5. Levels Populated in Yb173.
îra
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gy

Previ­
ously 

Known Nilsson Assignment
da oz ,0

ŝr
da M ,p)£

> > c
< CW

Energy 0 = 60° 0= 90° 0= 90° 0= 125°

0 0 5/2 5/2- [512] 19 20 8 ~ 2
79 78.7 7/2 5/2-[512] 440 450 165 64

179 179.6 9/2 5/2-[512] ~ 3 1 7 4
301 11/2 5/2-[512] ~ 4 12 ~ 7 4
398 399 1/2 1/2- [521] |630 475 54 15

~ 410 413.3 9/2 7/2 + [633]
~ 462 3/2 1/2-[521] jl20 30 9 ~ 5

478 5/2 1/2 — [521] 80 15
600 13/2 7/2 + [633] + ? ~ 25 58 35 ~ 15
620 7/2 1/2 —[521] + ? 1109 130 ]
630 636 7/2 7/2-[514] + ? } 63 21
655 9/2 1/2 - [521] ~ 3 12 1

743 9/2 7/2 - [514] ~ 2 9 45 12
875 11/2 1/2 — [521] 8
890 ~ 9 4

1031 1/2 1/2- [510] ~ 12 ~ 2
1073 3/2 1/2-[510] 11 19 370 145
1120 5/2 1/2-[510] 5 12 190 76
1168 3 26 ~ 4
1221 7/2 1/2-[510] 93 40
1224 3/2 3/2-[521] 94 112
1306 9/2 1/2-[510] 16 ~ 15
1324 12 12
1340 3/2 3/2- [512] 127 36
1354 7/2 3/2-[521] 60 88
1404 5/2 3/2-[512] 5 9.6 209 78
1440 28 58
1445 ~ 15
1496 7/2 3/2-[512] 114 41
1582 17 27
1605 9/2 3/2-[512] + ? 18 22 ~ 28
1625 17
1665 11 430 168
1714 5 24 252 130
1735 12 112 ~ 50
1765 ~ 2 ~ 25 78 ~ 48
1790 99
1815 14
1855 170
1878 45

2*



20 Nr. 2

EXCITATION ENERGY (keV)

Figure 5. Proton spectrum for the reaction Yb170(tZ,p) Yb171 at 0 = 90°.

observed. The first two members of the band have also been found in Yb173 
where the band head energy is 399 kev21).

From Table 9 it appears that all states up to a spin of 11/2 should be 
populated in the present work. This is seen to be the case in Yb171 where, 
however, the 3/2 and 5/2 states arc not resolved from each other and the 
peak due to the 9/2 level shows as a shoulder on the side of that due to 
the 7/2 state. The level energies are in good agreement with those previously 
reported. The 11/2 member had not been observed before, but its energy 
fits nicely into the sequence.

A similar intensity pattern is found in Yb169 except that some of the 
weaker groups were not seen. The 3/2 and 5/2 states are resolved in the 
(d, t) spectrum but the group due to the 9/2 level is hidden by a larger peak. 
That of the 11/2 state is obscured by the G13 “peak” in Figure 2, but can be 
seen in Figure 3. It is noted that the ground state of Yb169 is the 7/2 + [633] 
orbital. As the 7/2 member of this band has an extremely small value of 
C2j7 it is not seen in this work. Hence, the 1/2 1/2-[521] state at 24 kev 
excitation is the first level for which a triton or proton group is actually 
seen. For all levels in Yb169, energies have been measured relative to the
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Table 6. Levels Populated in Yb175.

Energy estimated from level spacings of other members of this band.

«3
C5 co ÖD

Previ­
ously 

Known Nilsson Assignment

der , t iib 
dQ (d’ ) sr

da
sr

> > c
< CW

Energy
0 = 60° 0 = 90° 0= 90° 0 = 125°

0 0 7/2 7/2-[514] 14 13 ~ 15 ~ 3
101 9/2 7/2-[514] 43 59 ~ 35 15
225 11/2 7/2-[514] ~ 3
260 9/2 9/2+ [624] 12
511* 1/2 1/2- [510]

t 30 50 64 30516 13/2 9/2 + [624] J
552 3/2 1/2-[510] 120 84 390 105
600 5/2 1/2- [510] 43 45 176 56
633 5/2 5/2 — [512] < 34 ~ 26 ~ 7 ~ 4
694 7/2 1/2 — [510] < 12 ~ 11 79 29
723 7/2 5/2 — [512] 540 500 93 29
773 9/2 1/2-[510] +? ~ 3 22 11
809 3/2 3/2- [512] 18 14 106 24
837 9/2 5/2-[512] ~ 7
868 5/2 3/2-[512] 48 35 233 82
913 1/2 1/2-[521] 630 400 ~ 22 ~ 7
954 7/2 3/2 — [512] ~ 10 16 115 33

~ 977 11/2 5/2-[512] ] ~ 12
~ 984 3/2 1/2-[521] '125 ~ 26

1004 5/2 1/2-[521] 1 86 ~ 7
1061 9/2 3/2-[512] +? ~ 8 ~ 8 ~ 20 ~ 3
1088 9/2 7/2+ [633] +? ~ 45 42 ~ 17
1166 7/2 1/2- [521] 108 108
1196 9/2 1/2 — [521] ~ 5 ~ 14
1300 ~ 6 ~ 10 ~ 9
1336 13/2 7/2+ [633] ) 25 38
1360 J ~ 10 755 215
1420 ~ 8 ~ 8 377 147
1460 11/2 1/2- [521] +? ~ 5 228 77
1616 3/2 3/2-[521] 104 90 13
1677 5/2 3/2-[521] 20 22
1745 ~ 5 ~ 8
1765 7/2 3/2-[521] 54 71
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Figure 6. Triton spectrum for the reaction Yb174(d,f) Yb173 at 0 — 90°.

EXCITATION ENERGY (keV)
2200 2000 1800 1600 1400 1200 1000 800 600 400 200 0

1/2 1/2-[521J group and then increased by 24 kev to yield excitation energies 
above the ground state.

In Yb173 and Yb175, all six members of this band are clearly seen in the 
(d,t) process. A comparison of the observed relative ((/,/) intensities with 
predicted values is given in Table 10. For each nucleus, there arc two 
columns. The left shows the relative cross section at 0 = 90° normalized 
to 100 for the 1/2 1/2 —[5211 state. The right column shows the values of C2t 
obtained from the relative intensities, using values of (pt from Figure 11. 
The values of given have been normalized such that their sum is equal 
to unity. For the case of Yb169 it was not possible to normalize in this manner 
as two of the weak peaks were not seen. In this case, the value of C2t for the 
spin 1/2 member was set equal to that of the same state in Yb171.

Values for the decoupling parameter and inertial parameter, 7i2/23, 
obtained from the energy spacings of the levels, are given in Table 11 where 
the data for all bands are summarized. The observed dependence of these 
quantities on the neutron number for the 1/2 —[521] orbital fits quite well 
into a plot such as that given by Sheline ct al.22>.
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Table 7. Levels Populated in Yb177.

Average
Energy

Previously
Known
Energy

Nilsson Assignment

do
sr

0 = 90° 0 = 125°

0 0 9/2 9/2+ [624] Obscured ~ 1
111 109 7/2 7/2-[514] ~ 2
124 123 ~ 1
222 220 9/2 7/2-[514] 12 5
268 265 13/2 9/2+ [624] 35 15
306 306 Yb174 impurity 6 ~ 1
335 333 1/2 1/2-[510] 9
379 379 3/2 1/2-[510] 305 89
424 426 5/2 1/2-[510] 148 46
530 527 7/2 1/2-[510] 59 26
615 614 9/2 1/2-[510] 14 8
708 709 3/2 3/2-[512] 168 51
774 773 5/2 3/2-[512] 218 68
822 ~ 14
867 868 7/2 3/2-[512] 112 33
976 976 9/2 3/2-[512] 15 9

1050 7
1104 11
1124 5
1173 5
1222 1226 7/2 7/2- [503] 346 121
1362 1365 3/2 3/2-[501] 740 235
1447 1449 5/2 3/2-[501] 172
1496 70
1564 1567 7/2 3/2-[501] 14

The absolute intensities of the triton and proton groups are dependent 
on V2, the probability that the stale is filled in the target nucleus. In Figure 
18, the (d,p) and (d,t) cross sections for the 1/2 1/2-[521] state at 0 = 90° 
are shown as a function of target mass. As the absolute cross section is 
dependent on the Q-value, the (</, /) data have all been adjusted to the corre­
sponding values for Q = —1.5 Mev with the aid of the Q-value dependence 
from Figure 11. Similarly, the (d,p) cross sections have been corrected to 
the values they would be for Q = 4.0 Mev. The data are interpreted as 
being an indication of the filling of the 1/2-[521] state in the various isotopes. 
In the heavier targets, the (d,p) cross section becomes small and the (d,t) 
cross section tends to become constant. This means that the state is nearly
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EXCITATION ENERGY (keV)

Figure 7. Proton spectrum for the reaction Yb172(d,p) Yb173 at 0 = 90°.

filled in these isotopes, as would be expected since it is the ground state of 
Yb171. Below mass 171, the cross section for (d,t) becomes small, while 
that for (d,p) is large, indicating that the state is nearly empty.

B - The 5/2 —[512] Orbital
This orbital originates from a 2/7/2 shell-model state and the 7/2 

member is the only one which has a large value of Cjz. Thus, the 7/2 state 
is predicted to be strongly populated while the 5/2, 9/2 and 11/2 levels are 
not. This distribution among the four states is seen experimentally by the 
(d,p) and (d,/) processes in Yb173 where this orbital appears as the ground 
state. Peaks due to all four members of this band can also be seen in the 
proton spectra of Yb171 and Yb169, and in the triton spectra of Yb175 and 
Yb171. In the remaining spectra some of the weaker peaks are too small 
to be observed. Table 12 shows a comparison of the predicted relative in­
tensities and C|z values with those determined experimentally. Figure 18 
shows a plot of the (d, p) and (d,/) cross sections for the 7/2 5/2 —[512] 
state at 0 = 90° as a function of mass number. The Q-value dependence
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Table 8. Neutron Separation Energies for Yb Nuclei.

Mass
A

G(d,0
A->A —1

Mev

G(d,p)
A- 1-»A

Mev

Sn(A) 
from Q((l,t) 

Mev

$n(A) 
from Q(c?,p) 

Mev

SW(A) from
Mass Tables18) 

Mev

168 -2.797 ±0.012 9.055 ±0.012 __ 8.980 ±1.010
169 — 4.636±0.012 -— 6.861 ±0.012 6.790 ±1.010
170 -2.211 ±0.012 — 8.469 ±0.012 — 8.550 ±1.000
171 — 0.359±0.012 4.390 ±0.012 6.617 ±0.012 6.615 ±0.012 6.760 ±0.070
172 —1.772±0.012 5.797 ±0.012 8.030 ±0.012 8.022 ±0.012 8.140 ±0.080
173 -0.114±0.012 4.145 ±0.012 6.372 ±0.012 6.370 ±0.012 6.480 ±0.060
174 —1.218±0.012 5.239 ±0.012 7.476 ±0.012 7.464 ±0.012 7.440 ±0.070
175 — 3.595 ±0.012 — 5.820±0.012 5.840 ±0.080
176 -0.621 ±0.012 — 6.879±0.012 — 6.640 ±0.080
177 — 3.337 ±0.012 — 5.562 ±0.012 5.530±0.110

has been removed from these values as for the 1/2 1/2-[521] case. It is 
seen that this orbital appears to be half-filled at a neutron number two units 
greater than for the 1/2 —[521] state. This is reasonable as it is the ground 
state of Yb173, which is two units heavier than Yb171.

For several cases where the above two orbitals were hole states, identi­
fication of the weak peaks in Lhe proton spectra was possible only because 
the excitation energies of the levels were known from assignments made 
on the basis of the triton spectra. This is one of the advantages of using 
the two complementary reaction processes in conjunction with each other 
for such studies.

C - The 1/2-[510] Orbital
The 1/2 —[510] orbital has been found previously6) in a study of Yb177 

levels by means of the (d,p) reaction. It is characterized by large cross 
sections to several members of the band, an inertial parameter of 7i2/23 = 
12.2 kev and a decoupling parameter a = 0.22. This band is also seen in 
Figure 10 of the present work. Anomalous rotational bands with similar 
intensity patterns are also found in the proton spectra of Yb175 and Yb173 
and have been assigned to the 1/2 —[510] orbital. The spin 1/2 member of 
this band is populated rather weakly and in Yb175 is not resolved from the 
larger 13/2 9/2 + [624] peak. Relative intensities and relative values of CjZ 
for the various states observed in this band in Yb177, Yb175 and Yb173 are 
shown in Table 1 3, where the theoretical values are included for comparison. 
As the 11/2 state was not observed, its value of cannot be determined.
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Figure 8. Triton spectrum for the reaction Yb176(d,t)Yb175 at 0 = 90°.

EXCITATION ENERGY (keV)

In Yb173 and Yb175, an upper limit of ~0.15 can be given for the C'JZ of this 
state. From Table 13 it is seen that this quantity is expected to be very small 
and thus the values of are normalized such that those of the observed 
states add to unity. This normalization should not be more than 15 °/o 
different from that which would have been obtained if all the members 
of the band had been observed.

Although this band would be expected to have an excitation energy 
slightly greater than one Mev in Yb171, there is no peak in Figure 5 below 
two and one-half Mev excitation which has a cross section as large as that 
expected for the 3/2 1/2 —[510] state. The most intense peak in the region 
of 1 Mev appears to be the spin 3/2 member of a K = 1/2 band which has 
an intensity distribution among the various spin members similar to that 
of the 1/2 —[510] orbital. However, the absolute intensities are only about 
6O°/o of what would be expected for this orbital on the basis of the intensities 
in Yb173 and Yb175, after making allowance for the difference in Q-value. 
The decoupling parameter is also smaller than in the heavier Yb isotopes 
(see Table 11). This behaviour is ascribed to mixing between the single­
particle states and vibrational slates and will be discussed in a later section.
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EXCITATION ENERGY (keV)

DISTANCE ALONG PLATE (cm)

Figure 9. Proton spectrum for the reaction Yb174(d,p) Yb175 at 6 = 90°.

The relative intensities of states in this band have been included in Table 13 
to show how the intensity pattern resembles that of the 1/2-[510] band.

A similar phenomenon appears to take place in the Yb169 spectrum of 
Figure 3, except that in this case two bands with relative intensities similar 
to those of the 1/2-[510] orbital are found. The absolute intensities of these 
are about 40% and 45% of that which would be expected for the pure 
band. It is clear that this behaviour is more complicated than that seen for 
the same orbital in Yb173, Yb175 and Yb177 and for the 1/2-[521] and 5/2- 
[512] orbitals discussed above. Consequently, the interpretation is more 
difficult and less certain. The variation of the cross section of the strongly 
populated 3/2 1/2-[510] state with target mass is shown in Figure 19. As 
this orbital should be the ground state of Yb179, comparison with Figure 18 
shows that the (d,p) cross section into Yb177 is less than that into Yb173 
and Yb175 because the U2 is smaller. The weaker bands mentioned above 
are also included in this diagram.

The 1/2-[510] orbital provides a sensitive means for assessing the im­
portance of the two-step process of rotational excitation and stripping. The
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EXCITATION ENERGY (keV)

Figure 10. Proton spectrum for the reaction Yb176(d,p) Yb177 at 0 = 90°.

theoretical spectroscopic factor for the 3/2 member is 40 times that of the 
1 /2 member for the direct process. With rotational excitation and stripping, 
the strong j = 3/2 transition may contribute to formation of the 1/2 state.
An enhancement of the 1/2 cross section by maybe a factor of 3 is obtained 
from a qualitative estimate based upon the cross section for inelastic deuteron 
scattering to the 2 + state. The measured spectroscopic factor for the 1 /2 
state relative to that of the 3/2 state is only about 30% to 50% larger than 
theoretically calculated and, in fact, constitutes excellent agreement for a 
state with such a small spectroscopic factor. Since we do not observe a 
contribution from rotational excitation and stripping in a particularly 
favourable reaction where even a small admixture would have easily 
observable effects, we conclude that it is reasonable to disregard the process. 
A similar conclusion has recently been reached for (d, p) reactions on W 
isotopes.7).

D - The 3/2-[512] Orbital
This is another strongly populated band which has been classified6! in 

Yb177. In the present study, similar patterns of strong peaks have also been
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Figure 11. Typical values of the single-particle cross sections obtained by Satchler17) who 
has performed a DWBA calculation with reasonable values for the optical parameters. The points 
in this figure are calculated values and the solid lines show the interpolation used in the present 
work. The (d, f) values given in the lower part of the figure are by mistake too high by a factor of 1.5.

found in the proton spectra of Yb173 and Yb175 and assigned to this orbital. 
The relative intensities at 0 = 90° and relative values of C|z for these three 
nuclei are shown in Table 14 where also theoretical values are given. Again 
the proton group corresponding to the spin 11/2 state was too weak to be 
seen, and thus the values of are normalized such that the sum for the 
observed states is unity.

The discrepancies between experiment and theory are greater for this 
orbital than for the ones discussed above. In all cases, the 7/2 and 9/2 states 
are more strongly populated relative to the 5/2 state than was predicted.
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Figure 13.

However, in the absence of any other similar band of comparable absolute 
intensity, there is no doubt as to the certainty of the assignment.

The strong peaks of both the 1 /2 — [510] and 3/2 — [512] orbitals can also 
be seen weakly in the triton spectra of Yb173 and Yb175. Needless to say, 
many of these peaks would not have been identified if the assignments made 
on the basis of the proton spectra had not been available.

E — The 7/2+ [633] Orbital
From Table 9 it is seen that only the 9/2 and 13/2 spin members of this 

band are expected to be populated strongly enough to be detected in the 
present work. This is found to be the case in the nuclei where the orbital 
has been observed.

As the excitation energies of several members of this band were previ­
ously known in Yb169, Yb171 and Yb173, identification was no problem in 
these nuclei. The assignment of the states in Yb175 at 1088 kev and 1336 kev 
to the 9/2 and 13/2 spin members of this band is based mainly on the fact 
that these are the only two unexplained hole stales with reasonable cross
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Yb169
Figure 13. Level scheme for Yb169. For bands labelled with an asterisk, the more precise level 
energies from reference 23) are shown. Individual states with two asterisks were populated too 
weakly to be observed, or were obscured by larger peaks, in the present work. Letter A indicates 
a high degree of certainty in the assignment given to a level. Letter B means that the available 
data suggest the quantum numbers shown, but due to the fact that the peaks are relatively 
weak, the assignment is considered to be somewhat tentative. For vibrational states refer to 

the text.

sections in the region of excitation energy where this orbital is expected to 
be found.

The relative intensities and relative values of for the 9/2 and 13/2 
members of this band, populated in the (d,f) process in Yb169, Yb171 and 
Yb175, are shown in Table 15 where they are compared with predicted 
values. Data for Yb173 arc not shown because the triton group due to the 
9/2 state is not resolved from the strong 1/2 1/2-[521] group. The agree­
ment with predictions is quite good.

F - The 7/2-[514] Orbital
The position of this orbital was also known previously for Yb177, Yb175, 

Yb173 and Yb171. As the is large only for the spin 9/2 state, which has 1 = 5, 
there are no strongly populated levels in the band. However, the intensities 
of the proton groups in Yb173, Yb175 and Yb177, as well as the triton groups
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Table 9. Predicted Cross-Sections for (d, /) Reactions Q = 00 = 90° V2 = 1.

Orbital/Spin 1/2 3/2 5/2 7/2 9/2 11/2 13/2

3/2+ [402] 710 58 27 2
1/2 + [400] 1090 200 94 14 2 - -
9/2- [514] - - - - 1 88 -

11/2- [505] - - - - - 90 -
1/2 — [541] 196 250 190 26 25 13 -
1/2-[530] 11 384 39 153 31 13 -
3/2- [532] - 69 140 54 51 10 -
1/2+ [660] 10 2.2 45 0.9 94 0.08 28
3/2 + [651] - 0.7 18 1.8 75 0.4 32
3/2-[521] - 188 ~ 0 342 23 10 -
5/2 + [642] - - 3.6 1.2 49 0.54 35
5/2-[523] - - 49 50 71 5.4 -
1/2-[521] 448 44 120 153 24 4.1 -
7/2+ [633] - - - 0.3 25 0.62 38
5/2 — ]512] - - 6.6 520 13 5.6 -
7/2-[503] - - - 610 5 1.9 -
7/2-[514] - - - 28 83 2.6 -
9/2 + 1624] - - - - 8 0.54 40
1/2- [510] 18 730 192 125 8 1.3 -
3/2-[512] - 144 420 77 13 0.11 -
3/2- [501] - 1380 93 50 1 ~ 0 -

in Yb175, are in agreement with the predicted values and can be considered 
to be verifications of the assignments. In Yb171 the spectra are quite compli­
cated in the energy region where this orbital has previously been assigned. 
The data are consistent with this assignment but cannot be considered as a 
definite verification.

G - The 9/2 + [624] Orbital
Table 9 shows that none of the rotational members in this band should 

be strongly populated. Hence, in the present work it can be identified only 
in Yb177 where it is the ground-state band, and in Yb175 where it appears 
at 260 kev excitation with no other strongly populated states to interfere. 
It is not surprising that it cannot be found in Yb173 because there are many 
strong groups which could obscure the weak peaks.

H - The 3/2-[521] Orbital
From Table 9 it is seen that this band should be characterized by 

strongly populated 3/2 and 7/2 states with only weak transitions to the other
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* Normalized such that C?^ for the spin 1/2 member is the same as that in Yb171.
** Assumes that the unresolved triton groups due to the 3/2 and 5/2 spin members have an 

intensity ratio of 1:3 similar to that in the other isotopes.

Table 10. (d,t) Population of 1/2—[521] Band.

Spin
Relative Intensity 0 = 90° Values of

Theory Yb169 Yb171 Yb173 Yb176 Theory Yb169 Yb171 Yb173 Yb175

1/2 100 100 100 100 100 0.249 0.284* 0.284 0.300 0.282
3/2 9.3 ~ 5.2 !24 6.3 6.5 0.024 0.015* 0.018** 0.020 0.019
5/2 26 17 17 21 0.182 0.135* 0.142** 0.142 0.165
7/2 31 31 32 27 27 0.231 0.264* 0.272 0.243 0.228
9/2 5.0 Obscured ~ 3 2.5 3.5 0.269 0.185 0.164 0.216

11/2 0.7
by other 
groups 1.35 1.7 < 1.25 0.045 0.097 0.130 < 0.090

members of the band. It is expected to be a hole state in all the Yb nuclei 
studied. The triton spectra of Yb167 and Yb169 each have prominent peaks 
which lit into bands similar to what is expected for this orbital. In each case 
the 3/2 and 7/2 spin members have similar intensities, which are much 
larger than those of other members of the band. In each of the spectra of 
Yb171, Yb173 and Yb175 there is a pair of strong triton groups which, due to 
their intensity, energy spacing and excitation energy, are probably associated 
with the 3/2-[521] orbital. The variation of the absolute (d, f) cross section 
of the 7/2 3/2-[521] state as a function of target mass is shown in Figure 19. 
The decrease in intensity with increasing mass is attributed to a dilution of 
the state with inert components as the excitation energy becomes higher. As 
will be seen later, it is expected that this band will be strongly coupled with 
the K = 3/2 gamma vibration band based on the 1/2-[521] orbital, and thus 
some variations in its properties from one nucleus to another might be 
expected.

1 - The 5/2-[523] Orbital
It has been suggested by Johansen23) that this orbital appears at an 

excitation energy of 570 kev in Yb169. As it originates from the 9/2 shell­
model state, the only level with a large value of Cj is the spin 9/2 member 
and thus there are no strongly populated states in the band. However, it is 
expected that three small peaks of roughly equal intensities corresponding 
to the 5/2, 7/2 and 9/2 rotational states should be observed. In the triton 
spectrum of Yb169, Figure 2, weak peaks can be seen at positions corre­
sponding to the excitation energies reported by Johansen for the 5/2, 7/2 
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F'igure 14. Level scheme for Yb171. See caption to Figures 12 and 13.

and 9/2 levels. The group due to the spin 7/2 member is not completely 
resolved from the larger one already assigned to the 3/2 3/2-[521] state. 
The weak triton group observed at the position where the spin 11/2 state is 
expected is due largely to another state at about the same energy which is 
strongly populated in the (d,p) reaction.

The low log ft value for the positron decay of Yb167 <24’25> suggests that 
the 5/2-[523] orbital is the ground state of Yb167. If one assumes that the 
highest energy triton group in the spectrum of Figure 1 corresponds to the 
ground state, the level at 80 kev excitation is probably the 7/2 member of 
the band, and the group expected for the spin 9/2 state would be obscured 
by the strong 3/2 3/2-[521] peak.

J - The 5/2+ [642] Orbital
There are three peaks in the triton spectrum of Yb169 corresponding to 

excitation energies ol 584, 701 and 876 kev which have not yet been discussed. 
It is noted that, according to the Nilsson scheme, one expects the 5/2 + [642]



Nr. 2 35

Yb17370* u 103

Figure 15. Level scheme for Yb173. Sec caplion to Figures 12 and 13.

state to be found close to the 5/2-[523] and 3/2-[521] orbitals which occur 
at 570 kev and 657 kev, respectively, in Yb169. From a comparison of Tables 
3 and 9 it is seen that the three triton groups have reasonable intensities to 
be the 5/2, 9/2 and 13/2 spin members of this band—the 7/2 and 11/2 spin 
members should be too weakly populated to be seen. This level spacing 
results in a rather low value of the inertial parameter h2/2^ = 7.3 kev. 
However, this is very reasonable for the 5/2 + [642] orbital which is char­
acterized by a large moment of inertia2). On the basis of the present work 
alone, it is not possible to distinguish between the 5/2 + [642] and 3/2 + [651] 
bands, as Table 9 shows that the predicted intensity patterns are almost 
identical, and the moments of inertia are probably similar. The choice made 
above is based on the fact that the 5/2+ [642] orbital appears higher in the 
Nilsson scheme and is known to be the ground state of Dy161 which has 9o 
neutrons.

It has been suggested20) that the 5/2 + [642] orbital appears at an excita­
tion of 30 kev in Yb167. The spectrum of Figure 1 shows a weak group at 
this energy, but it seems unlikely that it can be assigned to this orbital due 

3*



36 Nr. 2

1745 

225

LISO33

13.Figure 16. Level scheme

group corresponding to the spin 9/2 membertriton

260 ----- A----- 1

I + [624]

to the absence of any
of the band. If one assumes a moment of inertia similar to that observed in 
Dy161 or Yb169, the 9/2 state should occur at approximately 140 kev. How­
ever, there are no triton groups observed between energies corresponding 
to 79 and 180 kev excitation. Thus, at present there is no good explanation 
for the levels at 30 kev and 59 kev in Yb167. IL is also seen that there arc 
many other unexplained levels in this nucleus. This is perhaps not too 
surprising as one expects considerable confusion to arise in this region of 
the Nilsson scheme. First, there should be strong interactions between the 
pairs of states with the same spin and parity which come from different 
shells, but which cannot cross each other, namely 1/2+ [660], 1/2+ [400] 
and 3/2 + [651], 3/2 + [402]. Also there may be considerable Coriolis coupling 
between pairs of the above bands with K-values differing by unity.

108® ----- ------ I

7 + [633]

m —4— J

633 ----- A-----  J

t-[512]

977 ----- S----- ÿ

1460 ----- B-----  Ç

517 ----- A-----  y

K — Vibrational States
It is a typical feature of the spectra shown in Figures 1-10 that the groups 

at low excitation energies can be assigned to rotational bands based upon 
intrinsic states. The relative and absolute populations of these states are
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NEUTRON NUMBER
Figure 17. Plot of excitation energies for band heads of the Nilsson states observed. Points 
shown at negative energies indicate that the orbital is a hole state. Points connected by dashed 
lines only are those for which the observed cross sections were less than those expected for the 

pure single-particle transition. These states are interpreted as being collective. See text.

consistent with those expected on the basis of the Nilsson model with pairing 
effects. However, in each case it is found that the portions of the spectra 
corresponding to higher excitations cannot be explained in such a simple 
manner. There are many cases where the Nilsson model would predict the 
presence of a state which should be strongly populated, but the spectra show 
no peaks with greater than half the intensity expected for such states. On 
the other hand, the density of states populated is larger than expected, so 
that the total differential cross section per Mev of excitation is roughly as
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TARGET MASS
Figure 18. Cross sections for the (d,p) and (d,f) reactions of the 1/2 1/2 - [521] and 7/2 5/2 - [512] 

states as a function of target mass number.

calculated for the states which the Nilsson model would predict in this 
region. It is therefore reasonable to conclude that new modes of excitation 
become of significance and that the coupling of the single-particle motion 
to these modes gives rise to a considerable mixing so that the intensity ex­
pected for population of a given single-particle state now may be distributed 
over several states. In this connection it is worth remembering that several 
collective excitations are found at energies in the neighbourhood of 1 Mev. 
In the neighbouring even-even nuclei K = 2 + , gamma vibrational states 
have been identified in a series of inelastic deuteron scattering experiments10) 
which also have given a strong indication for low-lying octupole excitations 
in this region.

There is a striking correlation between the energies of the low-lying 
gamma vibrations and the before mentioned break-down of the pure single­
particle description. This can be seen in Figure 20 which shows the energy 
of the most highly excited single-particle state assigned in the previous sec­
tions and the energies of the K = 2 + gamma-vibrational states in the neigh­
bouring even-even nuclei. Of course it must be expected that the other
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states as a function of target mass number.

Table 11. Inertial Parameters 7z2/23 and Decoupling Parameters. 
Numbers in brackets are decoupling parameters for K =1/2 Bands.

Orbital/Mass 167 169 171 173 175 177

3/2-[521] 10.5 12.3 14.7 10.8 12.4
5/2 + [642] - 7.4 - - - -
5/2 - [523] ~ 11.3 11.0 - - - -
7/2+ [633] - 8.2 8.4 ~ 7.9 10.3 -
1/2-[521] - 11.5 12.0 12.1 13.5 -

(0.80) (0.85) (0.70) (0.75)
5/2- [512] - 12.3 12.2 11.2 12.8 -
7/2-[514] - - ~ 11.5 ~ 11.9 11.2 ~ 12.3
9/2+ [624] - - - - 10.7 11.0
1/2-[510] - 13.2 12.4 11.9 11.4 12.2

(0.08) (0.032) (+0.20) (+0.20) (+0.22)
3/2-[512] - - - 12.8 12.0 ~ 12.9
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Figure 20. Plot showing the relationship between the region of excitation energy where observed 
states can be explained with a single-particle description and the gamma vibrational energy.

collective modes have a similar effect, but in the Yb nuclei the spacings of 
the single-particle stales are such that levels connected by large E2-matrix 
elements occur separated by approximately the phonon energy (cf. Figure 17). 
Under such conditions a strong coupling of the particle motion to the vibra­
tional motion is highly probable.

A qualitative understanding of some of the coupling phenomena and their 
significance for the observed stripping and pick-up spectra can be obtained 
from simple microscopic pictures of the vibrational stale. The vibrational 
slate in the even-even nucleus is a superposition of various two-quasiparticle 
states where the quasiparticles (in the case of the gamma vibration) have 
A-values differing by two units (Fig. 22). In a collective state many two-
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Table 12A. (d,t) Population of 5/2 —[512] Band.

Spin
Relative Intensity 0 = 90° Values of C2Z

Theory Yb171 Yb173 Yb175 Theory Yb171 Yb173 Yb175

5/2 1.3 3.4 4.4 5.2 0.01 0.022 0.029 0.037
7/2 100 100 100 100 0.786 0.681 0.696 0.742
9/2 2.4 3.5 2.4 1.4 0.141 0.177 0.124 0.077

11/2 1.0 2.2 2.7 2.4 0.062 0.120 0.150 0.142

Table 12 B. (d,p) Population of 5/2-[512] Band.

Spin
Relative Intensity 0 = 90° Values of Cjz

Theory Yb169 Yb171 Yb173 Theory Yb169 Yb171 Yb173

5/2 1.2 2 ~ 4.6 4.8 0.01 0.015 0.03 0.03
7/2 100 100 100 100 0.786 0.72 0.66 0.61
9/2 2.5 3.5 3.8 4.2 0.14 0.18 0.17 0.18

11/2 1.2 1.8 3.4 ~ 4.2 0.06 0.09 0.14 0.18

quasiparticle states enter, but the major contributions come from quasi­
particles near the Fermi surface. The importance of a given particle combina­
tion can be estimated on the basis of the asymptotic quantum numbers 
[AnzZl] .

The E2-matrix element vanishes unless zhV = 0 (or ±2), Anz = 0, 
AA = 2 and AX = 0. If these selection rules are fulfilled the matrix element 
is approximately proportional27! to (n + /l + 2) (n - /l) where n = N — nz. 
The amplitude of a given two-quasiparticle state furthermore depends on 
the single-particle energies and the U and V factors for the corresponding 
states. Figure 21 shows for Yb172 the most important amplitudes in the 
gamma vibration26) involving the neutron orbits of interest in this work.

In the odd nuclei one can attempt to describe the vibrational states as 
superpositions of one-quasiparticle and thrce-quasiparticle states. The three- 
quasiparticle states consist of the ground-state particle in the orbit Kg and 
(one of) the various two-quasiparticle configurations with (Æ, A±2) which 
make up the even-even gamma vibration. These states normally cannot be 
created from an even-nucleus ground state by the addition or subtraction 
of one nucleon (Fig. 22) and are therefore not populated by the (d,p) or 
(d,0 reactions. The components of the even vibration which involve a 
particle in the state — Kg, play a special role. In the even vibration the state 
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Table 13. (d,p) Population of 1/2—[510] Band.

Spin
Relative Intensities 0 = 90° Relative Values of Cjf*

Theory Yb171 Yb173 Yb175 Yb177 Theory Yb171 Yb173 Yb17S Yb177

1/2 2.4 Obscured 3.3 * 3.0 0.01 0.01 0.01
3/2 100 100 100 100 100 0.40 0.34 0.31 0.31 0.32
5/2 35 43 51 45 48 0.29 0.31 0.33 0.29 0.32
7/2 25 16 25 20 19 0.19 0.10 0.15 0.12 0.12
9/2 1.36 4.4 4.2 5.5 4.5 0.09 0.24 0.21 0.28 0.23

11/2 0.24 Not Observed 0.01 - - -

* Obscured by 13/2 9/2+ [624],
** The values obtained from experimental results have been normalized such that the sum 

of C?, for the observed peaks is equal to unity. The error in normalization due to inability to 
observe the spin 11/2 states is < 15°/0 in Yb173 and Yb175.

Kg could enter if it is connected with states A?±2 by large E2-matrix ele­
ments. In the odd nucleus the same matrix elements will admix the single­

nuclei the 5/2-[523] andYb

are
the

expected to be especially 
single-particle energies of

particle states Kg ± 2 into the vibrational wave function and these components 
can be populated by the transfer reactions (Fig. 22). The amplitude of each 
component depends on the E2-matrix element connecting the states Kg and 
Kg ±2 and the important admixtures can therefore be localized in Figure 21. 
Furthermore, as pointed out, the admixtures 
strong when the vibrational energy is close to 
the states Kg ± 2 .

Reference to Figure 21 shows that in the 
the 3/2 — [521 ] stales are expected to be components of the gamma-vibrational 
states on the 1/2 —[521] state. Similarly, the 1/2 —[510] state should be a 
component of the K - 2 vibration on the 5/2-[512] slate.

Several of the experimental observations are indicative of effects of the 
nature discussed above. The most advantageous place to begin comparison 
may be Yb171. This nucleus has been studied by both the (d,p) and (d,f) 
reactions and is furthermore a stable nucleus where additional information 
about the collective states can be obtained from (</,(/') experiments. The 
vibrations based on the 1/2-[521] ground state have K = 3/2 and 5/2. It 
is observed that the lowest band excited in the inelastic scattering experi­
ments coincides in energy, within the experimental error, with the band as­
signed above as having a large admixture of the 3/2 - [521 ] orbital. The intensity 
in the (d,d') spectrum to this band at 0 = 125° is distributed on the 3/2, 
5/2, 7/2 and 9/2 stales in the ratios 5xl0~4, 8xl()~4, 2xl()-4, and 4xl0~4 ex­
pressed relative to the elastic scattering intensity. For the inelastic scattering to
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states in the Yb region.

the 2 + and the 4 +, K = 2 gamma-vibrational states in Yb170 the ratios are 
3xl() 3 and 2xl0-3. The total intensity in the odd nucleus is thus approxi­
mately 4O°/o of that in the even nucleus, which is about as expected con­
sidering that only half the strength goes to the K - 2 vibration and one there­
fore would identify the band as this component. On the other hand, the 
(d,f) spectrum has a strength to this band which is probably not less than 
50% of that expected for the pure single-particle state (cf. Fig. 19).

The situation is less clear with respect to the K + 2 component of the 
gamma vibration. The inelastic deuteron spectrum in the neighbourhood of 
1 Mev contains several peaks which could belong to this band. However, 

4*
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Figure 22. Independent-particle picture of the stripping reaction leading to vibrational states.

the (d,t) intensity to the expected 5/2 —[523] admixture is weak, and it has 
not been possible of identify this band.

The other low-lying intrinsic state in Yb171 is the 5/2 —[512] orbital. It 
is coupled with a strong matrix clement to the 1/2 — [510] orbital, which is a 
particle state and thus should be seen in the proton spectrum. The previous 
discussion on the 1/2 —[510] orbital mentioned a group of levels in Yb171 
whose intensity pattern resembled that band but whose absolute intensity 
was only ~6O°/o of the expected value for that orbital. It is interesting to 
speculate that this might be the K = 1/2 gamma-vibrational band based on 
the 5/2 —[512] state. It is seen from Table 11 that the decoupling parameter 
for this band is much smaller than the value of ~0.2 observed for the 1/2- 
[510] orbital in the heavier Yb nuclei. This is consistent with the fact that 
K — 1/2 vibrational states usually have small decoupling parameters.

* The values derived from experimental results are normalized such that the sum of 
for the observed peaks is equal to unity.

Table 14. (d,p) Population of 3/2-[512] Band.

Spin
Relative Intensity Relative Values of Cjj*

Theory Yb173 Yb175 Yb177 Theory Yb173 Yb175 Yb177

3 2 26.4 61 45 77 0.08 0.11 0.09 0.15
5 2 100 100 100 100 0.64 0.39 0.42 0.41
7/2 18.9 54 49 51 0.118 0.20 0.20 0.21
9/2 2.9 < 9.5 < 8.5 6.9 0.149 < 0.30 < 0.29 0.23

11/2 0.24 Not observed 0.012 - - -
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Figure 20 also shows the variation of the excitation energy of the 1/2 — 
[510] orbital with mass number. It is seen that in Yb173, Yb175 and Yb177, 
this state docs not appear at an energy close to that which would be expected 
for the gamma vibration based on the 5/2 —[512] orbital. This is probably 
the reason why the 1/2-[510] band appears as a good particle state in these 
nuclei. However, as one goes down in mass to Yb171, the excitation energy 
of the 1/2 —[510] orbital approaches that of the gamma vibrations and, as a 
result, the mixing becomes appreciable.

On the basis of these arguments, one would expect the behaviour in 
Yb169 to be similar to that in Yb171. This is, in fact, seen to be the case, 
except that the band ascribed to the vibrational stale has an intensity only 
~45°/0 of that which would be expected for the pure 1/2-[510] state. It is 
also interesting that another band similar in structure to the 1/2 —[510] 
orbital, but with an intensity ~4O°/o of that expected for the pure stale, is 
seen at higher excitation. The lowest band has a small decoupling parameter 
(see Table 11) whereas the other has a = 0.12, a value comparable to that 
of the pure state in the heavier Yb nuclei.

One further observation which supports this line of reasoning concerns 
the results of the I)y164 (d,p) Dy165 study by Sheline et al.22) as re-inter­
preted in the light of experiments by Schult et al.28). The latter workers 
have assigned a K = 1/2 band at excitation energy 570.25 kev to be the 
gamma vibration based on the 5/2-[512] orbital. The 3/2 member of this 
band is at 605.10 kev. In the (c/,p) reaction22), 3/2 and 5/2 states at 605 and 
658 kev, respectively, are populated. Although intensity values were not 
given for these proton groups, the relative peak heights in the spectra shown 
are comparable with those found at a similar reaction angle for the analogous 
band discussed above in the isotone Yb169. This provides the missing link 
which connects the bands assumed to be vibrational states in the present 
work with a band in Dy165 assigned as a gamma-vibrational band on the 
basis of gamma-ray studies.

In conclusion one can say that the experimental observations are in 
agreement with the qualitative arguments given in the introduction to this 
section. However, it remains to be seen whether the microscopic theories of 
nuclear vibrations presently in use can account for the large single-particle 
amplitudes determined from the observed intensities of the stripping and 
pick-up reactions.
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5. Determination of d from the V2 and V2

The data shown in Figure 18 have been interpreted above as being an 
indication of the fdling of the 1/2 — [521 ] and 5/2-[512] orbitals as a function 
of target mass. If the portions of the curves where the (d, Z) cross sections have 
“saturated” at maximum values are, as assumed, to correspond to V2 almost 
unity, the V2 for these stales in the other isotopes can be derived from the 
figure. Similarly, estimates of the U2 can be obtained from the (d,p) cross 
sections. Figure 19 shows, however, that this procedure cannot be applied 
to states which become badly mixed before the excitation energy is high 
enough to give the state almost pure hole or particle characteristics.

In order to obtain a value of the parameter d from these estimates 
of the U2 and V2, it is useful to consider the standard equations of pairing 
theory : .—

Ev = A2 + (e - A)2,

where Ev is the quasiparticle energy, e is the single-particle energy without 
pairing, and Â is the Fermi energy.

Thus, the excitation energy of a quasiparticle level above the ground 
state is

E = )/A2 + (e - À)2 - j/d2 + (g0 - Â)2 = j/A2 + (£-À)2 - Eo,

where eo refers to the ground state. As £o - A < < A the value of Eo should be 
approximately equal to A .

If one combines the above equation with the usual expression for V2,

e - Â
|/d2 + (e _ 2)2/

* The values derived from experimental results are normalized such that the sum of C?; 
for the observed peaks is equal to unity. The error in normalization due to inability to observe 
the spin 7/2 and 11/2 states is less than 10°/0 in all cases.

Table 15. (d,Z) Population of 7/2+ [633] Band.

Spin
Relative Intensity 0 = 90° Relative Values of C2Z*

Theory Yb169 Yb171 Yb175 Theory Yb169 Yb171 Yb175

7/2 1.2 Not seen 0.001 __
9/2 83 ~ 100 79 110 0.07 0.08 0.07 0.09

11/2 1.8 Not seen 0.015 - - -
13/2 100 100 100 100 0.915 0.92 0.93 0.91
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i_______
2\/V2(1-V2 )

Figure 23. The relationship between the excitation energy of a state and its V2 (or L72). Energies 
are taken from odd nuclei and the values of V2 (or U2) were interpolated from values in neigh­
bouring even-even nuclei. Pairing theory suggests that the points should fall on a straight line 

with slope A. The line shown in the figure has a slope of 800±150kev.

and eliminates e-2, it is found that

d
E = —, — - Eo.

21/ V2(l - V2)

That is, if one plots the excitation energy versus 1/2 x( V2(l — V2))“1/2, the 
points should fall on a straight line with slope A and intercept - Eq on the 
energy axis. Figure 23 shows such a plot for some of the states in the Yb 
nuclei. The straight line drawn through the points has a slope of 800 kev. 
The value of A thus obtained is 800 ±150 kev, which is in good agreement 
with the value of 700 kev derived from the neutron separation energies 
in this region. It is also noted that the straight line drawn in Figure 23 passes 
through the point (1,0), which means that the intercept on the energy axis is 
approximately equal to -A, as was to be expected.
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6. Comparison of Intensities with Predicted Values
The comparisons of theoretical and experimental relative intensities 

given in Tables 10-15 show that the main features of the stripping and 
pick-up processes are described very well by the Nilsson wave functions and 
the distorted wave calculations. It is noted, however, that there are several 
cases where the relative cross section of a particular member of a band may 
be consistently too large or too small when compared to the predicted value. 
It would be interesting to look for systematic trends in these discrepancies 
and to try to find their origin. Also, the above discussion has been mainly 
concerned with relative intensities and a detailed comparison of absolute 
intensities with predictions has been avoided so far. Of course, in order to 
make an estimate of an absolute intensity, it is also necessary to have a 
knowledge of the quantity V2 and, as we have seen, the purity of the state. 
From Figure 18, however, it is probably safe to conclude that for the 5/2- 
[512] and 1/2 —[521] orbitals the value of V2 is nearly unity for the Yb176 
and Yb174 targets, respectively. Similarly, other cases can be found where 
the V2 (or U2) for a band can be assumed to be close to unity for the (d,t) 
(or (c/,p)) reaction. For cases selected in this manner, Figure 24 shows the 
ratio of experimental to predicted differential cross section at 0 = 90° 
plotted as a function of /-value for the (d,t) and (d,p} processes. The solid 
lines in this figure connect points which are obtained by geometrical aver­
aging of all the data points for a particular /-value. It is seen that for the 
(d,f) case especially, the average values are dependent upon the /-value and 
are always greater than unity. The fact that the predictions and experiment 
are in better agreement for the (d,p) process is probably a reflection of the 
fact that the triton potentials are not as well known as the proton potentials 
and thus there is more uncertainty in the choice of parameters for the DWBA 
calculation.

It is also seen that there is a great deal of “scatter” from the average 
values in Figure 24. Apart from experimental inaccuracies there are various 
effects which could cause differences between the calculated and the observed 
cross sections. Several such effects can be imagined: Inelastic effects in the 
reaction process, a possible dependence on the quantum number j of the 
stripped particle, band mixing, and the fact that the Nilsson wave functions 
are approximations. The incoming deuteron could excite the nucleus before 
the stripping (or pick-up) takes place, and this could give a different dis­
tribution of intensity among the final spin stales. The triton or proton re­
sulting from the reaction could also cause similar inelastic effects as it 
leaves the nucleus. It is known from the inelastic deuteron spectra obtained 
in the present study that, at 0 = 90°, inelastic scattering from the first 2 +
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I - VALUE
Figure 24. Ratio of experimental to theoretical cross sections for states populated by (d.p) 
and (d,<) reactions. See text for discussion of discrepancies between experiment and theory.

rotational state in the target nucleus occurs with a probability about 10% 
of that for elastic scattering. Thus, one should expect that not more than a 
similar fraction of the intensity of one peak in a band would be redistri­
buted over the other members of the band by such inelastic effects. However, 
many of the small peaks where discrepancies are observed have intensities 
from 1 % to 5 °/o of that of the strongest peak in the band. The net result 
of this type of inelastic effect would generally be an increase in intensity of 
the weakest peaks. Indeed, there does seem to be a slight tendency for the 
weakly populated states to have higher values in Figure 24 than the strongly 
populated ones. For the 1/2 —[510] band, however, it was seen that rotational 
excitation and stripping lead to an overestimate of the cross section for the 
1/2 state. Il is therefore obvious that other elfects must also be present.

In Figure 24, one can also look for indications of a J-dependence in 
the stripping process. If such an effect were present, one might expect a 
correlation between the directions of the deviations from the average values 
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and whether the neutron spin is parallel or antiparallel to the orbital angular 
momentum. The spin direction is indicated by a plus or minus sign beside 
each point in Figure 24. As points with both signs have random directions 
of deviation for any /-value, there appears to be no evidence for strong 
/-dependence in these stripping and pick-up reactions. Strong band mixing 
between the 1/2—[510] and the 3/2—[512] orbitals has been observed in 
the tungsten isotopes5). In the Yb isotopes, the larger energy differences 
between these orbitals reduce the mixing so that there appears to be no 
observable Coriolis mixing. The spacings of orbitals with AK = ±1 are 
sufficiently large in the Yb isotopes to obviate detailed consideration of Corio­
lis coupling in the analysis of the data. Any other mechanism which pro­
duces band mixing is also expected to depend upon the separation of the 
bands. Since the separations vary with nucleus, consistent deviations from 
the theoretical values for the Cji are probably not due to band mixing.

The Nilsson wave functions are of course approximations and some 
deviations between the experimental and theoretical values of Cjz are ex­
pected. If the Cjz for a state is large, its relative error should be small. How­
ever, if the Cjz is small, a considerable relative error can be expected because 
of greater sensitivity to the choice of parameters in the Nilsson model. Thus, 
errors of this nature would be expected to result in larger deviations (of 
either sign) from the averages in Figure 21 for states with small Cjz than 
for those with large Cjz. In Figure 24, the numbers shown beside the data 
points show the value of C?z for that state. It is seen that the states with small 
Cjz tend to have large deviations from the average and the direction of the 
deviation is random. Hence, some of the discrepancies may be due to small 
errors in the wave functions used. A favourable opportunity for the study 
of such effects might be offered by the 5/2-[512] band where the 5/2 and 
7/2 states have the same V2 and /-value. The 5/2 state is expected to be 
populated with an intensity only about 1 °/o of that of the 7/2 state, but 
Tables 12 A and 12 B show that the observed population is usually about 
4°/o. If the discrepancy were due to inelastic effects, one would expect 
approximately the same amount of distortion of the intensity pattern in 
each nucleus where the band was observed. Table 12 B indicates, however, 
that in Yb169 the intensity ratio in this band is only 2%, and thus it is more 
likely that the deviation from the theoretical ratio is a nuclear effect. In 
this case, it is not unlikely that the theoretical value of Cjz could be slightly 
in error (and could vary from one nucleus to another) as it is rather sensitive 
to the parameters of the Nilsson model. This is seen when one compares the 
value of Cji = 0.01 calculated from the Nilsson wave functions1) with that 
of - 0.04 calculated from the wave functions for proton states in the
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AT = 5 shell by Mottelson and Nilsson2). Although the latter value is 
applicable only for proton states, it does show that the small values of Cjz 
can be rather sensitive to the choice of parameters in the Nilsson model.

This does not mean, however, that in all cases the experimental values 
are more accurate than the theoretical ones. A simple test in the case of 
K = 1/2 bands is to calculate the decoupling parameter, a, from the re­
lationship

I

This is really a very severe test for the experimental data because the in­
tensities for the invariably weak peaks corresponding to the high-spin states 
are weighted much more heavily than those for the low-spin states. For 
instance, in the 1/2 — [521] band, the spin 11/2 state is populated only about 
1 % as strongly as the spin 1/2 state, but its contribution in the calculation 
of the decoupling parameter is several times greater than that of the spin 
1/2 state. When one uses the empirical values of Cjz from Table 10 in the 
above expression, it is found that a = -0.1, -0.3 and +0.4 in Yb171, 
Yb173 and Yb175, respectively. The corresponding values obtained from 
energy level spacings are a = +0.87, +0.70 and +0.67, respectively, which 
are in reasonable agreement with the predicted value of 0.9, obtained from 
the theoretical values of Cjz. Slightly better agreement can be obtained for 
the empirical values if correction factors for çy for the various /-values 
obtained from the curves in Figure 24 are used. This procedure should, 
in fact, give more realistic values for C|z than those presented in Tables 10- 
15. It has not been applied to the data in these tables because the limited 
experimental data available do not yet give a good determination of the 
correction factors to be applied to the The fact that this procedure still 
does not predict acceptable values for the decoupling parameter probably 
indicates that some small effects are present which have not been included 
in the description of the reaction process.

The above discussion indicates that the small discrepancies observed 
between experiment and theory cannot be ascribed to any single cause. 
The most likely causes are uncertainties in the calculated values of ç?z, 
uncertainties in the nuclear wave functions, and higher order effects in the 
reaction processes. It is to be remembered, however, that the general agree­
ment between experiment and theory is quite good and is more than ade­
quate to permit unambiguous assignments of bands in cases where mixing 
is not serious. As can be seen from Figure 24, the discrepancies are only 
appreciable for those cases where the intensity is less than 5-10 % of that 
of the strongest peaks in the spectrum.
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7. Summary

In the preceding sections it has been seen that the single-nucleon transfer 
reactions are very useful for the assignment of levels in deformed nuclei 
because the relative intensities to the various rotational members of a band 
vield, in effect, the wave function of the intrinsic state. In the present work 
this technicpie has resulted in the classification of many previously unknown 
states in terms of the unified model. The combined use of stripping and 
pick-up reactions has been very helpful for studying the hole-particle proper­
ties of the levels and for determining the U2 and V2 factors for various 
states in the target nuclei. The distributions of neutron pairs among the 
orbitals near the Fermi surface were found to be in good agreement with 
pairing theory.

The tentative results concerning the population of vibrational states 
indicate that these reactions could be used for studying the compositions 
of such collective states, as each reaction essentially projects out one or two 
of the various components. This is a problem which deserves further ex­
amination and the best suitable nuclei for studies in the rare earth region would 
probably be the Gd, Dy or Er series. In these nuclei the gamma vibrations 
occur al lower excitation energies Ilian in the Yb series and their B(E2)- 
values are larger. Under such conditions it is expected that many configura­
tions contribute to the vibration and therefore the amplitude of any single 
component is much reduced in the total vibrational wave function.

Acknowledgments

The authors are indebted to G. R. Satchler who carried out the DWBA 
calculations for this work. The targets were produced by the chemistry group 
working with Sven Bjørniiolm, except for the Yb168 targets which were made 
by G. Sorensen at the University of Aarhus mass separator. Thanks are also 
due to the team of plate-scanning girls for carefully counting the tracks in the 
emulsions and in particular to Mrs. Anna Grethe Jørgensen who counted 
the majority of the exposures for this work. One of the authors (D.G.B.) is 
grateful to the N.A.T.O. for financial support in the form of a fellowship 
and another (B.Z.) would like to acknowledge financial assistance from the 
Ford Foundation and leave of absence from the Argonne National Labora­
tory.

The Niels Bohr Institute 
University of Copenhagen



Nr. 2 53

References
1) S. G. Nilsson, Mat. Fys. Medd. Dan. Vid. Selsk. 29, No. 16 (1955).
2) B. R. Mottelson and S. G. Nilsson, Mat. Fys. Skr. Dan. Vid. Selsk. 1, No. 8 

(1959).
3) S. A. Hjorth and B. L. Gohen, Phys. Rev. 135, B920 (1964).
4) B. L. Gohen and R. E. Price, Phys. Rev. 121, 1441 (1961).
5) J. R. Erskine, Phys. Rev. 138, B66 (1965).
6) M. N. Vergnes and R. K. Sheline, Phys. Rev. 132, 1736 (1963).
7) R. H. Siemssen and J. R. Erskine, to be published.
8) G. R. Satchler, Ann. Phys. 3, 275 (1958).
9) R. H. Bassel, R. M. Drisko and G. R. Satchler, ORNL Report 3240 (un­

published, and G. R. Satchler, private communication.
10) D. G. Burke et al., to be published.
11) B. Elbek, Determination of Nuclear Transition Probabilities by Coulomb 

Excitation, (Dissertation), Ejnar Munksgaards Forlag, Copenhagen (1963).
12) Y. Yoshizawa, B. Elbek, B. Herskind and M. C. Olesen, Nucl. Phys. 73, 

273 (1965).
13) J. Borggreen, B. Elbek and L. Perch Nielsen, Nuclear Instr, and Methods 

24, 1 (1963).
14) L. Westgaard and S. Bjornholm, to be published in Nuclear Inst, and 

Methods.
15) B. Elbek, M. C. Olesen and O. Skilbreid, Nucl. Phys. 10, 294 (1959).
16) J. H. E. Mattauch, W. Thiele and A. H. Wapstra, Nucl. Phys. 67, 32 (1965).
17) G. R. Satchler, private communication.
18) Nuclear Data Sheets, National Academy of Sciences, Washington.
19) B. S. Dzelepov, L. K. Peker and V. O. Sergeyev, Decay Schemes of Radio­

active Nuclei, Moscow 1963.
20) O. Nathan and S. G. Nilsson, in Alpha-, Beta- and Gamma-Ray Spectroscopy, 

Vol. 1. K. Siegbahn, Editor, Amsterdam 1965.
21) C. J. Orth, M. E. Bunker and J. W. Starner, Phys. Rev. 132, 355 (1963).
22) R. K. Sheline, W. N. Shelton, H. T. Motz and R. E. Carter, Phys. Rev. 

136, B351 (1964).
23) A. Johansen and B. Elbek, to be published.
24) T. Tamura, Nucl. Phys. 62, 305 (1965).
25) C. Wang et al. JINR-O-1361 (1963).
26) D. R. Bés, P. Federman, E. Maqueda and A. Zuker, Nucl. Phys. 65, 1 (1965).
27) E. R. Marshalek and J. O. Rasmussen, Nucl. Phys. 43, 438 (1963).
28) O. W. B. Schult, B. P. Maier and U. Gruber, Z. f. Phys. 182, 171 (1964).

Indleveret til Selskabet den 10. december 1965.
Færdig fra trykkeriet den 3. oktober 1966.





Matematisk-fysiske Meddelelser
udgivet af

Det Kongelige Danske Videnskabernes Selskab
Bind 35, nr. 3

Mat. Fys. Medd. Dan. Vid. Selsk. 35, no. 3 (1966)

SURVEY OF INVESTIGATIONS ON 
THE ENERGY-MOMENTUM COMPLEX 

IN GENERAL RELATIVITY
BY

C. MØLLER

København 1966
Kommissionær: Munksgaard



Synopsis

The paper contains a survey of the investigations of the last decade on the 
energy-momentum complex in general relativity. A comparison of the properties 
of the various complexes proposed in different papers is performed and their ad­
vantages and deficiencies are discussed. A satisfactory solution of the energy 
problem in accordance with the general principle of relativity has now been reached.
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Shortly after Einstein had developed his final theory of gravitation in 1915 
he also attacked the problem of energy and momentum conservation 

for the complete system of matter plus gravitational field. In his famous 
papers from the years 1915 and 1916 [1] he introduced the well-known ex­
pression for the energy momentum complex

= V + (i)

which satisfies the divergence relation

E (2)

as a consequence of the field equations. Here, 3^ is the matter tensor density, 
which appears as source of the gravitational field on the right-hand side of 
Einstein’s field equations, while the gravitational part Ex^ is a homogeneous 
quadratic expression in the first-order derivatives gikl of the metric tensor 
gik. In terms of the Einstein Lagrangian

(3)

has the canonical form 

(4)

where x is Einstein’s gravitational constant. is obtained from the scalar 
curvature density Hi by omitting a divergence part containing the second 
order derivatives gik m. It is an affine scalar density which is homogenously 
quadratic in the gikl and the expressions (l)-(4) can be obtained by the 
well-known method of (linear) infinitesimal coordinate transformations 
applied to .

1 This paper was reported at the Einstein Symposium der Deutschen Akademie der Wissen­
schaften, Berlin, in November 1965.

1*
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For a closed system and for a restricted class of coordinate systems the 
quantities obtained from E^k by integrating over the spatial coordinates, i. e.

Epi = IJ J j\Ti4 dx1 dx2 dx3 (5)

have quite remarkable properties. Before stating these properties we have 
to specify what we mean by a closed system. In general, an insular system,
i. e. a system for which is zero outside a time-like tube of finite spatial 
extension, is not closed since it may lose energy by emission of gravitational 
radiation. This question has been studied extensively by Bondi et al [2] 
and by Sachs [3], and we can now give a general definition of a non-radiative 
system. A system is said to be closed if it is insular and, further, if it is 
possible to introduce a class of coordinates

xl = {x, y, z, ct}, r = |/x2 + y2 + z2 (6)

with the following properties. Points at large spatial distances from the matter 
tube have large values of r, i. e. spatial infinity corresponds to r->oo. The 
metric is of the form (1

9ik ~~ dik 9ik (7)
where is the constant Minkowski matrix and (gik and its first-order 

derivatives are asymptotically of the type

9ik = ^1’ 9ik,l = 9ik,l = ^2 ■ ($)

Here, 0n with positive integer n denotes a term for which r” 0n remains 
finite for r-+<x>. The coordinates defined by (6)-(8), the “B.S.-coordinates” 
for a closed system, are asymptotically Lorentzian since gik^dik f°r r_>c0- 

Now, by integrating (2) over a suitable cylindrical region of space-time 
and using Gauss’s theorem one finds in a well-known way that the quantities 
EPt have the following properties A, which are essential for the interpretation 
of Pt as the components of the four-momentum:

A For a closed system and in a system of B.S.-coordinates the quantities Pt 
are constant in time and they transform as the components of a ^-vector 
under all linear transformations.

These properties are contained in the more general statement, also following 
from (2), that the integrals

EPi =----f E~^ik dSk
(9)
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integrated over any space-like 3-dimensional hypersurface 27 of infinite 
extension are independent of the choice of 27. For the validity of A it is 
essential that is an affine tensor density of weight one and that the 
gravitational part Exf is a homogeneous quadratic function of the gilc lt 
for this means that Erf: = 04 in a system of coordinates (6)-(8).

If we eliminate in (1) by means of the field equations the complex 
ETf appears as a function of the gravitational field variables for which the 
relation (2) must hold identically. This means that may be written in
the form

(10)

(H)

with
(12)0“'” -(-<?) O“ 9'“-//”)•

where = -y™, the so-called super potential, is antisymmetrical in k 
and I. This possibility was first noted by von Freud [4], the explicit expres­
sion for is [5]

... kl _ ^nklm 
Eri „ , /------  o , m

The latter quantity 
symmetry relations

is a true tensor density of weight two, satisfying the

 ^mkli  gkiml (13)

while Ey™, which is a homogeneous linear function of the gik>i, is an affine 
tensor density of weight one.

By means of Stoke’s theorem one gets from (9) and (10) for the four- 
momentum j p

E^i = ~ 2c J EWi^dSki (14)
0

where the integration is extended over the 2-dimensional boundary surface 
ø of 27 corresponding to a large constant value /q of the “radius” r (strictly 
speaking one has to take the limit Thus, EPt depends only on the
asymptotic values of the metric and it is, therefore, invariant under all 
coordinate transformations which preserve the asymptotic form of gik.

By means of (1) the equations (10) may be written

(15)

which obviously is a special form of Einstein’s field equations. If we raise 
the index i by means of the metric tensor glk these equations can also be 
brought into the form
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z-btu =Sa (16)

WherC BV™ = —4r~ tf™™' ™ = -BV* 1* (17)

and Bxik again is a homogeneous quadratic function of the gik,i‘ In this 
way we arrive at the complex first given by Bergmann and Thomson [6].

ST“S V + (18)

The integrated quantities BPl obtained from this complex in a similar way 
as EPi in (5) or (9) also have the properties A. Moreover, in any system of 
B.S.-coordinates we have simply

E^i = VikB^k (19)

i. e. the two different complexes give the same values for the total momentum 
and energy in such coordinates.

Similar properties has the following complex given by Landau and 
Lifshitz [6] :

Tik — inikl 
l' ~ lV ,i (20)

...ikl 1 Akim
lW - o 9 , m •2 x (21)

From (16)—(21 ) it follows that

tT*  = |/-s(ï“ + Lr“) (22)

where like Bxik is an affine tensor density of weight one, which is a
homogeneous quadratic function of the Consequently LTU" is an affine
tensor density of weight two, which means that LPl is a 4-vector under 
Lorentz transformations only. On the other hand LTa has the advantage 
of being symmetrical in i and k as is seen at once from (20), (21) and (13). 
In any system of B.S.-coordinates we have

- Bp< - ,fkEpt (23)

so that the three different complexes are equally suited for the calculation 
of the four-momentum in such coordinates. However, in more general systems 
of coordinates the application of these complexes leads to meaningless results. 
From the point of view of general relativity this is not satisfactory and in 
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the past this has caused some doubts about the applicability of these com­
plexes at all. As a matter of fact we must require of a truly generally relati­
vistic expression for the four-momentum that it satisfies the following con­
dition :

B For a closed physical system the total four-momentum is a free ^-vector 
under arbitrary space-time transformations.

The necessity for this requirement is seen at once if we go to the limit of 
spatially very small systems, for in this case our system is effectively a 
particle which, according to basic assumptions of general relativity, certainly 
should have a four-momentum with this property.

A somewhat weaker requirement contained in B is the condition that

B' the fourth component of the four-momentum must be invariant under 
purely spatial transformations

xl = fl(x*),  x'4 = x4 (24)

?4 = P4 (25)

which expresses the physically evident fact that the total energy is invariant 
under such transformations.

Now, none of the forementioned complexes satisfy even this rather weak 
and triviel condition. In the case of the Einstein complex this was pointed 
out first by Bauer [7] who remarked that in a completely empty space 
Einstein’s expression for the total energy gives the correct value zero in a 
Cartesian system of coordinates, but the meaningless value - °o when cal­
culated in polar coordinates. For this reason the whole question of the energy 
in gravitational fields was taken up again in 1958 [5], and it was shown 
that it is possible to define a complex

e<‘ - - Z(“.,

X

which satisfies the condition B'. In fact it follows from (26) that 044 is a 
scalar density under purely spatial transformations which means that the 
Bauer difficulty does not arise with this complex. Further, it seemed that 
this complex made it possible to give an unambiguous meaning to the di­
stribution of the energy throughout space-time. Similarly as the Einstein

(26)



8 Nr. 3

expression is obtained from the Lagrangian EQ, the complex (26) follows 
by the method of infinitesimal coordinate transformations applied to the 
complete scalar curvature density 3Î [8]. However, a closer consideration 
showed that the complex (26) does not satisfy the condition A. This is 
connected with the fact that besides the gikl also contains the second-
order derivatives gikti,m. Furthermore, it is not sufficient to consider the 
energy only, i. e. besides the condition B' we have to require the full condition 
B to be satisfied and this is not the case either for the complex (26). In 
fact the applicability of the latter complex is even more restricted than the 
three former complexes.

In a recent paper, which will appear in the Report of the Conference on 
Elementary Particles held in Kyoto in September 1965, the question was dis­
cussed what properties of the energy-momentum complex T*  are necessary 
and sufficient in order that the integrated quantities Pt have all the properties 
A and B. The result was the following:

1. T/=S/ + r/ (27)

is an affine tensor density of weight one satisfying the relation

= <28)

in every system of space-time coordinates.

2. xff is a function of the gravitational field variables which, in a B.S.-system 
of coordinates (6)-(8) for a closed system, satisfies the relation

r3 rf -> 0 for r -> co . (29)

3. The superpotential = - U/*,  which expresses Tf in the form

V - U,“.; (30)

is a true tensor density depending on the gravitational field variables and 
their first-order derivatives only.

The conditions 1 and 2 ensure that the integrated quantities

"ijjjt‘4(,xidx2dx3 u“ds,<‘ (si} 

have the properties A. Further, with the assumption 3. the quantity dAt = 
= XXf2 dSkl is a true 4-vector on 0. Therefore, since space-time for a closed 
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system can be treated as flat on and outside <P the vectors dAt can in a unique 
way be parallel-displaced to a common point P on or outside 0 so as to form 
a true 4-vector at the point P. Thus Pt is a true free 4-vector. It should be noted 
that, for a system with sufficiently small spatial extension say an atomic 
system, “spatial infinity” is practically reached already at very small distan­
ces, so that the “radius” rx of 0 in such cases may even be taken micro­
scopically small.

None of the complexes mentioned so far satisfy the condition 3. In fact 
it is evident that no complex containing the metric tensor only can satisfy 
this condition, for it is impossible to construct a true tensor density 
out of gik and its first-order derivatives. This shows that one has to introduce 
a new element into the space-time manifold of general relativity and this 
can be done in different ways.

Following ideas of Rosen [9], Cornish [10] introduces a flat space metric 

which asymptotically for large spatial distances agrees with gik. The 
mapping of the real space-time with metric gik on the imaginary Hat space­
time with the metric (gik may for instance be performed by assuming that 
(o) (°)gik in a definite B.S.-system of coordinates (6)—(8) has components gik = rjik 
throughout space-time. In any other system of coordinates obtained by a 

(o)
non-linear transformation the components of gik are then not constant 

. . (°) although, of course, the curvature tensor corresponding to the metric gik 
vanishes in all systems. Now, if the covariant derivative of a tensor Aik 
corresponding to the metric g^ is denoted by Aik/l one may, starting from 

Eykl in (11), define a superpotential 

(32)
Qin n'k'l'm.

which obviously is a tensor density under arbitrary space-time transforma­
tions. Then, the complex

eV = cVj (33)

satisfies all the conditions 1-3 and the corresponding integrated quantities 
cPt will have all the properties A and B. In a similar way one could start 
from the superpotentials Bipikl and Ly>tkl and construct true tensor densities 

(o)
by means of the flat space metric gik. In this way one would arrive at two 
other expressions for the total four-mementum which are numerically 
identical with the one following from (32), (33).
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However, this method of obtaining true tensor densities by introducing 
an unobservable metric does not seem to me quite satisfactory. Apart from 
the arbitrariness in the mapping of the real space-time on the imaginary 
flat space-time which perhaps is not so serious since it does not effect the 
values of the total four-momentum, the introduction of a metric ^gik which 

to a large extent is independent of the observable metric gik makes the co­
variance obtained rather formal and deprives the general principle of rela­
tivity of its physical content. If one introduces unobservable quantities, they 
should rather be of a similar type as the potentials in electrodynamics from 
which the observable quantities, in our case the gik, can be calculated 
uniquely. As was shown in a series of recent papers [11—13] it is, in fact, 
possible to obtain a satisfactory expression for the energy-momentum complex, 
satisfying all requirements, if one describes the gravitational field by means 
of tetrads 7qa * which uniquely determine the metric tensor by the equations

&*  = Af(a)7i(a)Jt . (34)

Here, the index (n), which is raised and lowered by means of the constant 
Minkowski matrix -g(ab} = g(ab) numbers the four tetrad vectors 7^a)(.r) at 
the arbitrary point (.r). The use of tetrads to describe the gravitational 
field is by no means new. In fact, tetrads enter as an essential element 
in the generally relativistic formulation of the Dirac equations for Fermion 
fields.

If one eliminates gik in the expression for the scalar curvature density 
by means of (34), 9Î appears as the sum of a divergence part and a new 

Lagrangian £ which is a homogeneous quadratic expression in the first- 
order derivatives 71/^ of ^ie tetrad variables. The explicit expression is [11]

£ = (35)

where yikl and are the following true tensor and vector, respectively,

= ^(a)k;l> = (36)

Here, the semicolon means covariant derivation corresponding to the real 
observable metric gik. Thus, in contrast to the Einstein Lagrangian £ in 
(3) the Lagrangian £ is a true scalar density. If we apply the method 
of arbitrary infinitesimal coordinate transformations to this Lagrangian 
£ we get an energy-momentum complex (27) satisfying the condition 7. 
Further
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1
2 x

’ d£
(37')

is a homogeneous quadratic function of the hfy. which is essential for the 
validity of 2. The corresponding superpotential is

= = .^Ø^^Ø*]  (3?)
x

which shows that also the condition 3. is satisfied. Thus, the complex follow­
ing from (37) by (30) satisfies all the conditions 1-3 and our problem seems 
to be solved.

However, the tetrad field h^a) is not determined uniquely by (34) for 
a given metric field gik. In fact, any Lorentz rotation of the tetrads,

= &a\b}(x)hp (38)

leaves the right-hand side of (34) unchanged. Here, the rotation coefficients 
f2(a)(b)(a?) may be any scalar functions of (.r) which satisfy the orthogonality 
relations at each point, and the complex obtained from the superpotential 
(37) is not invariant under the “gauge” transformations (38), except if the 
rotation coefficients are constants throughout space-time. For an arbitrary 
physical system there are no physically convincing arguments for fixing the 
gauge so as to make Tifc(.r) a unique function of the space-time coordinates, 
but in the case of a completely empty flat space there is no doubt about the 
choice of the tetrads. In order to avoid the forementioned Bauer difficulty 
it is necessary in that case to require that the tetrad field forms a system of 
mutually parallel tetrads throughout space-time, i. e. we must have every­
where

A&-0. (39)

Further, for an insular system, where space-time is asymptotically flat we 
must require that the tetrad fields at least asymptotically form a system of 
parallel vectors. This suggests that the tetrads in a system of B.S.-coordinates 
must satisfy the same boundary conditions as the metric at large spatial 
distances. For a closed system this would mean relations analogous to (7), 
(8), i. e. (1)

^(a)i — rlai^~^ai

(1) (1) 
hai ~ ^1 ’ hai,k ~ ^2

(40)
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Then, as was shown in reference [12] for an even more general system 
emitting gravitational radiation, the total four-momentum Pt is invariant 
under all gauge transformations (38) which respect the boundary conditions. 
Besides, of course, Pi is invariant under all Lorentz rotations of the tetrads 
with constant rotation coefficients &a\b). On the other hand, the complex 
T^ itself is invariant only under the latter type of gauge transformations. 
Therefore, unless one can find a good physical argument for fixing the gauge 
throughout the system, it has no physical meaning to speak about the energy 
distribution inside the system. This would be in complete agreement with 
Einstein’s own point of view. Actually nobody has so far been able to give 
a prescription for measuring the energy of the gravitational field in a small 
region, in contrast to the total energy for which such prescriptions are easily 
given [13].

In any system of B.S.-coordinates, the values of Pt obtained from the 
tetrad complex (37) are the same as those obtained from the metric com­
plexes (11), (17), (21) of Einstein, Bergmann and Landau. Therefore, once 
the generally covariant expression of Pi has been established by way of the 
tetrad formalism, we may forget about the tetrads and perform the calcula­
tion of Pi in a system of coordinates in which the purely metric-dependent 
complexes are known to be valid. Then, the values of Pi in an arbitrary 
system of coordinates can be obtained by using the law of transformation 
of a 4-vector.

Anyhow, the tetrad formulation has given us more confidence in the 
application of the energy-momentum complexes which for many years by 
many physicists have been regarded as not quite respectable quantities. 
We are also encouraged to apply them to more general physical systems. 
Up till now we have only considered the case where space time far away 
from our system is flat. What about a system in a permanent external 
gravitational field, for instance a planet in the field of a heavy central body 
like the sun? If the external gravitational field is practically constant over 
a region of extension / large compared with the dimensions of the planet 
the preceding considerations are easily generalized. We have only to choose 
the tetrads of the external field so that the equation (39) is satisfied at each 
point of the time-track of the planet. This can always be obtained by a 
suitable transformation (38). In a system of Fermi-coordinates where the 
external metric has vanishing first-order derivatives at all points of the time­
track of the planet we then get by integrating T/ over a sphere enclosing 
the planet but with a radius smaller than I a four-momentum Ppl for the 
planet which is a 4-vector in the space-lime with the external metric.
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The energy-momentum complexes can also be used for calculating the 
total energy and momentum for systems which emit gravitational radiation 
in which case these quantities are not constant of course. Also the amount 
of energy and momentum emitted in different directions can be calculated. 
Such calculations were performed in reference [12]. As regards the total 
energy and its variation in time the results obtained are in agreement with 
and corroborate earlier results of Bondi [2] and Sachs [3].

The Niels Bohr Institute and
NORDITA Copenhagen
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I. Introduction

The measurement of energy losses and ranges of protons and deuterons 
is an old topic in atomic physics, and a vast amount of data has been 
collected during the years. Bichsel has recently tried to present a detailed 
comparison between experimental material and theory (Biciisel 1961, 1963, 
1964). Il turned out, however, that the accuracy of the existing data was 
not high enough to yield unambigous results for the so-called “shell-correc­
tions” and there is thus a need for more accurate data. Until now methods 
utilizing nuclear instrumentation have been used and the best results ob­
tained was 0.5°/0 for range (Biciisel et al. 1957, Biciisel 1958) and 1-2 °/0 
for stopping power measurements (Nielsen 1961). To obtain more accurate 
results it is either necessary to build expensive energy analysing systems or 
to use new principles. The latter has, e.g., been tried by Kalil et al. (1959) 
and Ziemer et al. (1959) who measured energy losses in thin foils directly 
by calorimetric methods. The accuracies obtained could compete with 
those of conventional techniques only in the special case of very low energy 
electrons. The idea to make a direct measurement of the energy loss has also 
been used in the present investigation. Our method utilizes a thermometric 
compensation technique working at liquid helium temperature, and avoids 
the conflict between target size and resolution of the analysing system. It 
is thus possible to measure stopping powers of thin metal foils accurately 
in spite of unavoidable inhomogenities in foil thicknesses.

The measurements were done at the tandem van de Graff laboratory of 
lhe Niels Bohr Institute, the University of Copenhagen. The projectiles were 
5-12 MeV protons and deuterons. As a target aluminium was first chosen 
since this material has often been used as a sort of standard for relative 
stopping power measurements.

1*
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II. Experimental Procedure
A. Energy Losses

A determination of stopping power from a measurement on a thin foil 
requires a determination of three different quantities: the energy of the in­
coming particle, the energy loss in the foil, and the thickness of the foil. 
Since the measurement of energy and foil thickness only involves standard 
techniques we will first discuss the measurement of the energy loss.

The principle is shown in fig. 1. The target foil and a block thicker 
than the range of the projectiles are connected to a heat sink through thermal 
resistances Wf and Wb- The beam passes through the foil and is stopped 
in the block. It causes a heating of foil and block giving temperature rises 
measured with the thermometers and Kb- The beam is then switched olf, 
and electrical powers Pf and Pb are fed to heaters thermally connected to 
foil and block until the same temperature rises are obtained. A particle 
having energy Eo immediately in front of the foil will suffer an energy 
loss AE in the foil given by the relation

AE = Eo
Pf

Pf + Pb
(2.1)

The requirement for obtaining a good determination of the above power 
ratio is that the conditions corresponding to heating by the beam are well 
reproduced by the electrical heaters. This is fulfilled if both systems, foil 
and block, are isolated to the extent that they can only interact thermally 
with the heat sink, and that these interactions only take place through their 
thermal resistances. Especially should there be no mutual thermal inter­
action between block and foil.

The actual experiment is performed with a liquid helium bath as heat 
sink. The system is placed in vacuum and surrounded by a thermal shield 
at liquid helium temperature. The low temperature guaranties that inter­
actions by thermal radiation will be very small, and it is also easy to obtain 
such a good vacuum that heat transfer through the residual gas is negligible. 
Furthermore, the absolute sensitivity of thermometers is greater at lower 
temperatures so that a smaller temperature rise is necessary to obtain a 
given accuracy. This factor, small temperature rises, also reduces the radia­
tion interactions. Finally, in order to make the system able to respond 
quickly to changes in beam current or electrical power, the thermal time 
constants of the two systems should be small. This is most easily obtained 
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at low temperatures, where heat capacities are small and thermal conduc­
tivities high.

If the foil itself has poor heat conductivity, the center of the spot hit 
by the beam may become very hot, and thermal radiation will be important. 
Both to avoid this, and to keep the thermal time constants low, it is necessary 
to work with targets having good heat conductivity at liquid helium temper-

Figure 1. Diagram of stopping power measuring system. Wj and Wg are thermal resistances, 
Up and Rb thermometers, and Pf and Pb electrical heaters.

alures. This means that the method is only applicable to pure metals in its 
present form.

The measurements are made using a commercial liquid helium irradia­
tion cryostat (Hofmann Inc.). The measuring equipment is fastened to the 
bottom of the cryostat as shown in lig. 2. The helium cryostat is cut open, 
and the radiation shields at liquid nitrogen and liquid helium temperature 
(77°K and 4.2°K) are not shown. Beneath the cryostat the target foil is seen. 
It is soldered to a frame of well annealed very pure copper, and the heater 
is wound around the frame near the soldering point. The frame is mechan­
ically fastened to the cryostat by insulating pins, and the heat path is provided 
by a copper wire. The length and thickness of the copper wire, and thus the 
thermal resistance, may easily be varied. The thermometer is an ordinary 
0.1 Watt carbon resistor. The resistance of the thermometer is 68 Q at room 
temperature, 290 Q at 10°K and 850 Q at 4.2°K, giving enormous sensitivity 
in the lower temperature range. The thermometer is fastened near the end 
of the thermal resistance.

The stopping block is shown behind the foil. It is an aluminium case
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Figure 2. The set-up for stopping power measurements, showing the lower part of the helium 
Dewar (cut open), the measuring equipment, and the nitrogen temperature shield. A. Stopping 
block. B. Target foil. C. and D. Heaters. E. and F. Heat paths with resistances. G. Foil ther­
mometer. H. Nitrogen temperature shield. I. Electrical connections laquered to the bottom of 
the helium Dewar. J. Copper edge to which helium temperature radiation shield is fastened. K. 
and L. Thermal connections to helium bath. Note that the electrical connections from the bot­

tom of the Dewar to block and foil are not shown.

open in the side facing the foil. The opposite side, where the beam is stopped, 
is made from a 0.3 mm gold plate, this particular metal being chosen to 
reduce the influence of nuclear reactions. This shape has been chosen partly 
to ensure that particles have to be Coulomb scattered in the foil by more than 
n/2 to avoid hitting the block, and partly to ensure that most x-rays emitted 
from the gold surface are reabsorbed by the block and not by the foil. 
Healer, thermal resistance, and thermometer are placed in ways similar to 
those on the foil. The electrical connections to both heaters are made by 
superconducting Nb3Zr wire, which has small thermal conductivity. Further 
details of the construction are given by Andersen (1965) where the charac­
teristics of the system are also discussed.
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The usable temperature range is determined by the thermometers. Their 
sensivity drops off nearly exponentially with increasing temperature, which 
means that the temperature increase should be kept reasonably low. We 
also need a fairly big temperature increase to be able to measure it accu­
rately. These competing factors give the sensitivity of the system a broad 
maximum between 6 and 10°K. The temperature rise of each system can 
then be varied a factor of three without affecting the accuracy, meaning that 
power ratio variations within a factor of nine are permissible.

Il has, until now, been assumed that the intensity of the accelerator 
beam is stable, and that this defines one temperature rise for each of the 
systems. This is, unfortunately, not the case. Two temperature intervals 
rather than two temperatures are thus defined. The calibration with the 
electrical heaters should cover the same temperature intervals, and three 
calibration points are made for each system. Large variation in beam current 
will reduce the accuracy of the measurement and calibration, and variations 
larger than 10 °/0 are normally not accepted.

The temperatures of block and foil should follow the beam current 
variations reasonably well, and small time constants are thus very important 
for the method. The time constants are 3-7 seconds for the foil and 0.5-1.5 
seconds for the block, increasing with increasing temperature. This is satis­
factory, although a smaller time constant for the foil would be advantageous.

The fluctuating temperatures are measured continuously and simultane­
ously. This is done with Wheatstone bridges, one for each system, the bridges 
being set at suitable values in order to give signals varying around zero. 
The signals are amplified and fed into recorders. It is then possible to select 
corresponding points on the two recorder curves. The method used for the 
evaluation of energy losses from recorder readings will be described later.

The determination of the energy loss has been tested in different ways. 
Two of these tests will be described here. They are both concerned with 
the problem, whether we really measure all the heat dissipated in the foil 
and the block. (The problem whether all the dissipated energy appears as 
heat or not is treated later). The compensation technique may be erroneous 
either if there are radiation losses or if the heat dissipated by the beam does 
not choose the same heat paths to reach the reservoir as that supplied by 
the heaters. If either of these is the case, measurements with different beam 
intensities will yield different results. This has been tested with 6 MeV 
protons in aluminium. The result is shown in fig. 3. There is no trend in 
the results - all agree with each other within 0.1 °/0.

To check the internal consistency of the calibrations we have done
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Figure 3. Relative energy loss for 6 MeV protons in an aluminium foil. The beam intensity is 
varied by a factor of two, and no significant variation with intensity is observed.

measurements with superposed power on the block heater. This test has 
been done twice with aluminium and twice with copper. When the known 
power is subtracted afterwards it is possible to evaluate the stopping power. 
The added power is chosen to have the same magnitude as that provided 
by the beam. These results, compared with others obtained without super­
posed power, are given in table 1. Again no trend is seen, and we conclude 
that we measure the power ratio to within 0.1 °/0.

Table 1. The influence of superposing the beam with power on the block 
heater.

Target
Proton 
energy 
(MeV)

Relative energy loss (°/0)

without overlapping
power

with overlapping
power

Al 5.001 7.635 ±0.007 7.648 ±0.006
Al 5.504 6.421 ±0.004 6.422 ±0.003
Cu 6.008 12.435 ±0.010 12.413±0.011
Cu 6.512 10.763 ±0.008 10.780 ±0.008

B. Energy

In the measurements A E is obtained from Eo through (2.1). Stopping 
power formulas yield roughly A E « 1/L" (4.2). Thus it is possible and quite 
convenient in the following graphs and tables of A E (or dE/dx) versus 
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energy to assume the energy to be a precise number and to attribute to zl E 
twice the relative uncertainty in the actual measured value of Eo. An un­
certainty of 0.1 °/0 in the energy determination will then give 0.2 °/0 for our 
stopping power.

The energy EQ is determined from the field in a 90° deflection magnet. 
The calibration tables were prepared for a magnet similar in design to the 
one being used here, (p, n) threshold reactions being utilized. It was assumed 
that the energy was known within an accuracy of 10 keV through the whole 
energy range. This yields a relative accuracy of 0.2 °/0 at 5 MeV giving an 
uncertainty in the stopping power of 0.4 °/0 at that energy. This was considered 
unsatisfactory compared with the other uncertainties involved in the method, 
and the following calibration programme was therefore carried out. The 
particles were elastically back-scattered from a thin, heavy-mass target into 
a heavy-particle spectrograph. The spectrograph was calibrated using a- 
particles of known energy. The reproducibility of measurements made with 
different magnetic fields in the spectrograph indicates that it is possible to 
bring the uncertainty in the energy calibration down by a factor of two, to 
0.1 °/0, by this procedure. As will be seen below this is still our main source 
of uncertainty, and improved calibration methods are under investigation.

The energy defined by the analysing magnet is, however, not the energy 
of the particles hitting the foil. Six meters in front of the cryostat are placed 
a number of 150 pg/cm2 gold foils, which may be inserted into the beam. 
The particles undergo multiple scattering in these foils, and the beam is 
thus spread out, ensuring a homogeneous irradiation of the target foil. 
Furthermore, the particles pass through 150 pg/cm2 gold windows in the 
nitrogen and helium temperature radiation shields. The energy loss suffered 
in all foils will never exceeded 0.5 °/0. The resulting energy degradation may 
be calculated accurately enough not to affect our accuracy.

Particles scattered from collimator edges will have a lower energy than 
the rest of the beam and will cause the measured stopping powers to be too 
high. This possibility was tested by varying the number of multiple scattering 
foils. Inserting more foils will cause a greater relative number of the particles 
to hit collimator edges and thus give an apparent rise in stopping power 
greater than the trivial one caused by the change in mean energy. This 
anomalous rise had a mean value of 0.05 °/0 in nine experiments with 10-12 
MeV deuterons. In each test a measurement was done with 1, 3 and 4 scat­
tering foils, where 3 or 4 are usually used. It was concluded that this is not 
an appreciable error source and that the total uncertainty in the energy is 
the calibration error being 0.1 °/0.
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C. Foil Thickness

When we know the energy loss, the stopping power is given by

where £'(< Eo~) is defined in part III, and t is the foil thickness. The thick­
ness is determined in the following way. A piece, 6 x 13 mm, is cut from 
the foil with a very accurately machined punching tool. Care is taken to 
ensure that it is the same part of the foil as that irradiated during the energy 
loss measurements. The area of this piece, and of the hole left in the foil, 
is measured in a Zeiss Abbe comparator. The mean value is taken as the 
area, and half the difference as the uncertainty of the area measurement. 
The weight of the piece is found with a Cahn electrobalance. The total error 
in the weight per area determination is estimated to be 0.1-0.15 °/0. In this 
way we have determined the mean thickness of the same part of the foil 
as that over which the mean energy loss was measured. For a completely 
uniform irradiation of this area thickness inhomogeneities of the foil will 
have very small influence, and one of the main errors in stopping power 
experiments is thus eliminated. In practice, the number of scattering foils 
is chosen so that the intensity is not more than 10 °/0 lower at the edges than 
at the center. Errors due to inhomogeneities will, nevertheless, at least be 
reduced by a factor of twenty and are insignificant.

The foil is aligned optically to be perpendicular to the beam direction 
within 2 degrees. We have checked that the foil does not turn or bend while 
being cooled. Furthermore, the foils contract during cooling, the change in 
weight/area being twice the linear thermal expansion between 4.2 K and 
room temperature. The correction is less than 1 °/0 for most metals. Con­
densation on the target during the measurement can change the apparent 
thickness in accelerator experiments, especially with cold targets. In our 
experiment, condensation is not a serious problem because there exists no 
direct path from the accelerator to the target, and an eventual condensation 
will take place on the radiation shields and gold windows rather than on 
the target. Nevertheless, there is sometimes found a small drift which may 
be detected over long measuring periods. The drift is attributed to condensa­
tion of hydrogen or deuterium originating from the ion source. These partic­
les will not condense on the nitrogen shield and only partially on the helium 
one. The maximum drift found corresponds to about 10 ,ug aluminium/cm2 
in 12 hours or about 0.2 /zg/cm2/hour of hydrogen.
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III. Data Treatment

As mentioned in section II. A, the raw data consist of the power calibra­
tions and the recorder strips showing the off-balance signals from the Wheat­
stone bridges. The recordings arc scanned by eye to obtain corresponding 
points for the foil and the block. Usually there are no difficulties, but care 
must be taken to ensure that the systems are in thermal equilibrium at the 
chosen points. From these pairs of signals corresponding pairs (Rf, Rb) for 
the resistance of the thermometers are found, and using the power calibra­
tions the sets of corresponding powers (Pf, Pb) are calculated. Equation 
(2.1) is utilized to calculate the energy loss for each point evaluated. For each 
energy 15-20 points are used, and the mean value is found together with the 
standard deviation. There are, apart from this, some systematic errors in­
volved, since any errors in the calibrations are smoothed out and do not 
show up fully in the fluctuations. Usually the total standard error is below 
0.1 °/0 of the mean value (see fig. 3). The entire procedure is very simple, 
but the numerical work involved is great and has therefore been coded for 
the GIER computer at Risø.

Equation (2.2) gives the stopping power S(E'), which we attribute to 
the energy E'. To first order in d E/E we have

An expansion of S(E') in powers of A E/E gives a quadratic correction
term

A _ EW _ Vi
S 12s/

(3.2)

where S = S(E'Y S' - and S" = (both at E'). Using the nonrclativ- 
dE dE*

istic form of the Rethe formula (4.1) and neglecting shell corrections we find 

(3.3)

where m is the electron mass, v the velocity of the projectile and I the mean 
ionization potential for the target material (see part IV). As the relative 
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energy loss never exceeds 2O°/o this correction is always smaller than 
0.05°/0 and is omitted. These results are not identical with those given by 
Andersen (1965) (p. 35), the latter being wrong due to a calculation error.

A further assumption entering (2.2) is that the trajectory of the projectile 
through the target is a straight line perpendicular to the foil. This is not 
the case. Every particle will be Coulomb-scattered through small angles a 
number of times (multiple scattering). This broadens the angular distribu­
tion of the beam as it penetrates into the foil, and the mean distance the 
particles travel through the foil is thus slightly greater than the foil thickness. 
Also a small number of particles will be Coulomb-scattered through wide 
angles and lose nearly all their energy in the foil. Corrections due to these 
effects are of minor importance for aluminium except for the very thickest 
targets used, but the corrections are appreciable for heavy targets. The 
calculation of the corrections is outlined in appendix A and more detailed 
calculations have been presented by Andersen (1965).

The characteristic angle which separates the two cases is

ne Z

where N is the concentration of target atoms, e is the electronic charge, and 
Z the atomic number of the target. The relative correction due to multiple 
scattering is then (see e.g. Bethe and Ashkin (1953))

(3.5)

A is the atomic mass of the target and /' is a slowly varying function nearly 
equal to two. The correction is of no importance in aluminium, but will, 
as an example, be O.18°/o for gold with t = 20 mg/cm2 and E' = 5 MeV.

The single scattering term is of more importance. Again, using (3.4) 
this contribution is

(3.6)

This term will exceed 0.1 °/0 for the thickest Al target used (22 mg/cm2). 
For the above-mentioned case in gold it will be about 0.3°/0. The Coulomb 
corrections are roughly proportional lo t, Z and E-2. If the method is ex­
tended to other energy regions than those used here, and if one wants the 
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same relative energy loss as in the present measurements, the thickness 
must be changed proportionally to E2. The importance of Coulomb correc­
tions will thus be roughly the same in all energy regions, but for a fixed 
foil it will be most important for the lowest energy used.

Also the possible influence of the crystal lattice on the results has to be 
considered. A number of authors have recently found that the stopping 
power for high-energy particles is lowered appreciably when they move 
in open directions of the crystal lattice. (Dearnaley, 1964; Dearnaley and 
Sattler, 1964, 1965; Erginsoy et al., 1964, and Datz et al., 1965). It may, 
however, be shown theoretically that this will not influence the slopping 
power of a polycrystalline sample (Lindhard, 1965). There is still the 
possibility that our samples, which are cut from rolled foils, have a strong 
crystalline texture, and that some preferred low-indexed crystalline direc­
tion accidentally coincide with the beam direction. Whether this is the case 
or not may be tested experimentally. The concept involved is the following: 
If a particle hits the foil in a direction which coincides with a low-indexed 
direction within a certain critical angle, it will be trapped in regions with 
lower stopping power than the mean value for the material. These critical 
angles are, in heavy targets, of the order of 0.1° for the energies involved here. 
In aluminium they will be appreciably smaller (see Lindhard 1964, 1965). 
They depend only on the energy and charge of the particle, not on its mass, 
i.e. they are the same for protons and deuterons having the same energy. 
The critical angles decrease with increasing energy. The foil is not Hat 
within better than 1°, and the total area of the foil perpendicular to the beam 
direction within the critical angle will thus also decrease with increasing 
energy. This decrease goes as E~x for trapping along low-indexed directions 
(the so-called string effect) and as E~x!2 for trapping between planes. As is 
shown below (5.1), protons and deuterons with the same velocity have the 
same stopping power in an amorphous material, but the deuterons have, 
in this case, twice the energy of the protons, and the possible influence of 
a crystal lattice will thus be smaller for the deuterons. We may now compare 
the measured stopping powers of protons and deuterons with the same 
velocity. If the deuteron stopping powers are not higher, the crystal lattice 
has no measurable influence.

Apart from the corrections discussed previously, which have to be 
applied for all stopping power experiments, there also occur some correc­
tions which are rather specific for the measuring technique used here. We 
have, until now, assumed that all energy dissipated by the particles in the 
foil and the block will appear as heat. There is a number of processes 
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which can occur so that this assumption is not entirely true. The corrections 
due to this have been discussed in detail by Andersen (1965). We will here 
summarize the results. The important steps in the calculation of the signi­
ficant corrections are given in Appendix B.

A certain part of the energy given to the foil may escape through x-rays. 
A number of processes are competing. One must first calculate the fraction 
of the energy loss stored in vacancies in inner electron shells. Some of these 
vacancies are filled in such a way that the liberated energy appears as an 
Auger-electron and not as an x-ray quantum. The so-called fluorescence 
yield is the relative number of vacancies in a given shell filled under emission 
of x-rays. This yield is very low for low Z and for outer shells. Furthermore 
some of the x-rays will be reabsorbed in the foil. The product of these factors 
determines the correction. It is insignificant for light elements, but the cor­
rections may be as high as 0.4 °/0 for thin targets of heavy elements. The 
evaluation is summarized in Appendix B.

Furthermore, nuclear reactions in the foil and the block will give errors. 
They are insignificant in our energy range. If we assume the cross-sections 
to stay roughly constant when the projectile energy is high enough to pene­
trate the Coulomb barrier, the contribution from these processes will be 
proportional to the foil thickness and to the particle range in the block. As 
the range is approximately proportional to E2, the contribution from nuclear 
reactions in the block will also increase in proportion to E2. The errors 
introduced may be calculated for some elements, but will in all cases be a 
significant and not too well known correction at high energies.

The usual secondary electron spectrum will have a vanishing influence, 
but some electrons might get high energies (d-rays) and introduce an error. 
It is a surface effect and nearly proportional to E'. (For details see Appendix 
B). When the proton energy varies from 5 to 12 MeV, the error in the meas­
ured energy loss will vary from 500 to 1000 eV. For thin foils and high 
energies the relative correction will be as high as 0.5 °/0. The variation with 
Z is small. Assuming the usual variation of foil thickness for other energy 
ranges, the importance will decrease as we go to higher energy ranges.

Finally, we have considered the problems of sputtering of foil atoms 
and of energy stored in point defects in the block. Both are related to the 
elastic energy transfer to target atoms and are negligible. The effect might 
be of importance at lower energies.
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IV. Outline of Theory

We will give a compressed summary of the theory for stopping power 
in the energy region of interest here. We are primarily interested in using 
the theory to find a convenient way of presenting our measured data. An 
up-to-date review of the present state of the theory has been given by Fano 
(1963). The theory originating from Bethe yields

dE
dx

4jre4z2 AT0Z 
mc2ß2 A

-ß2- Inf -
Z

(4.1)

where x is the foil thickness measured in grams/cm2, No is Avogadro’s 
number, and A is the atomic weight of stopping material in grams, z is the 
charge of the projectile with velocity v = ßc, Z is the atomic number of the 
target, and I its mean ionization potential. Ct represents the so-called shell 
corrections. They are deviations from the simple theory and have been 
evaluated for the K- and the L-shell by Walske (1952 and 1956). The main 
theoretical interest lies in the calculation of the inner shell corrections from 
the measurements, their comparison to the Walske theory, and the possible 
experimental evaluation of outer shell corrections for which no theoretical 
predictions exist.

W e see from (4.1) that for a given combination of projectile and target 
we may write

(4.2)

where a and b are energy-independent constants and shell corrections and 
relativistic effects are neglected. We see then that variation of the energy 
by a factor of two will also cause dE/dx to vary nearly by the same factor. 
It is thus not possible to represent our dB/dx-values for the whole energy 
range in a plot, where we at the same time may see the fluctuations. The 
most obvious thing to do would be to plot E-dE/dx rather than dE/dx, but 
this is still not sufficient. We have therefore chosen to use the reduced vari­
able given by Bichsel (1964). If we define

K(ß) = 47ie4N0/mc2ß2 (4-3)
and

f(ß) - ln(2mcV2/(l - ß2)) - £2 (4-4)
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we will compute
A

(4.5)

This is in fact an experimental determination of \nl + XCJZ in eq. (4.1). 
Theoretically, the shell corrections are found to be positive in our energy 
range. At very high energies they are zero, and X will then be energy inde­
pendent and equal to InZ.

V. Results and Discussion

Results will be presented here for measurements with 5-12 MeV protons 
and deuterons in aluminium. The samples were cut from rolled foils supplied 
by the United Mineral and Chemical Co., Inc. The purity of the samples 
as stated by this company was 99.999%. No corrections for impurities were 
thus necessary. Measurements have been made on samples with approximate 
thicknesses of 6, 11, and 22 mg/cm2. The thinnest sample is thick enough that 
no correction is necessary for the unavoidable oxide layer on the aluminium 
surfaces. The relative energy loss varied from 2 °/0 at high energies in thin 
foils lo 16 % at low energies in thick foils.

The results are presented in lig. 4 in the X-variable defined by eq. (4.5). 
Note that dEfdx is negative. Thus higher values of A mean numerically 
lower values for the stopping power. At both ends of the figure is indicated the 
change, a 1 % change in dE/dx would give in X at that energy. Both proton 
and deuteron measurements are shown in the reduced energy scale E- M IM, 
where M is the mass of the projectile and Mp the proton mass. The deuteron 
values are therefore indicated at the energy which a proton would have if its 
velocity were equal to that of the deuteron. The figure contains points measured 
over a long period of time. During this time significant changes occurred in the 
energy calibration of the accelerator, and the scatter in the points will there­
fore reflect the total uncertainty for each point including the calibration 
uncertainty in Eo. A smooth curve has been fitted by eye through the measured 
points. The values defined by this curve are listed in table 2. Combination of 
the errors listed in the preceeding paragraphs yields a total standard devia­
tion in the tabulated values of 0.3%. As judged from fig. 4 this does not 
seem to be too optimistic.

It is seen that the proton and deuteron points do not fall together as 
theory predicts that they should (part IV); we must, however, remember 
that the proton and the deuteron energy calibrations are made independently
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Figure 4. Measured stopping powers for aluminium in reduced variables defined by eq. (4.5). The 
height of the arrows indicates the change in X caused by a 1 °/0 change in dE/dx. Open circles are 
measurements by Nielsen (1961) and the broken line tabulated values by Bichsel (1963 b).

The full line is fitted to our experimental points by eye. —? = ratio between proton mass and 
A4

mass of incident particle.

of each other (part II. B), and, in comparing, the combined uncertainty of 
the two calibrations has to be taken into account. The deviation is found 
not to be significant. It is, furthermore, certainly not due to crystallographic 
effects (part III) as this wotdd introduce errors of the opposite sign.

There does not exist much other experimental information in this energy 
range with which it is possible to compare our results. The only relevant 
measurements are those of Nielsen (1961). Her points are shown as open 
circles. The results agree within her accuracy. It is also possible to compare 
our results with the tabulated values given by Biciisel (1963b). They are 
obtained by fitting the total amount of available data for aluminium, up to 
that time, to the expression (4.1 )-including shell corrections. The fit is 
claimed to be good to 1 °/0, and the agreement is seen to be better than that. 
A very extensive table has also recently been published by Barkas and 
Berger (1964). The overall agreement with these tables is only good to 
about 2°/0. Within the energies contained in fig. 4, the X-values computed

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 4. 2
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Table 2. Smoothed values of measured stopping powers for protons in 
aluminium obtained from the full line in fig. 4.

Experimental standard error ±O.3°/o

Energy
MeV

— dE/dx 
keV/mg cm-2

Energy
MeV

- dE/dx 
keV/mg cm-2

2.25 101.92 5.75 51.93
2.50 94.68 6.00 50.31
2.75 88.52 6.50 47.38
3.00 83.19 7.00 44.81
3.25 78.56 7.50 42.52
3.50 74.51 8.00 40.47
3.75 70.94 8.50 38.64
4.00 67.76 9.00 36.97
4.25 64.85 9.50 35.46
4.50 62.21 10.00 34.08
4.75 59.80 10.50 32.82
5.00 57.59 11.00 31.66
5.25 55.56 11.50 30.58
5.50 53.68 12.00 29.58

from their tables show such large fluctuations that they could not be con­
tained in the figure.

We conclude that the accuracy of the tabulated data is within 0.3 °/0, 
and that the data agree with existing stopping power and range results 
within their estimated errors.
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Appendix A
Coulomb Scattering in the Foil

The projectiles will have a longer path than the foil thickness because 
they are Coulomb-scattered by the target atoms. All particles undergo many 
small-angle scatterings while passing through the foil causing the beam to 
be gradually spread out, and a few particles are scattered through large 
angles thus travelling very much longer paths in the foil.

To be able to treat these two cases separately, we define an angle 
given by

71

Nt $a(0)d0 =1 (Al)

0i

where u(0) is the differential Rutherford scattering cross section, i.e. 0r is 
defined in such a way that particles passing through the foil will, in the mean, 
be scattered once through an angle 01 or greater. We obtain

0? = Nt
4 v2 Tie Z

E2
(A 2)

by assuming 0X « 1 and substituting Z for Z+ 1. Scattering through angles 
smaller than 0T is treated using multiple scattering theory and scattering 
through angles greater than 01 by use of the Rutherford cross section.

If the beam has a mean square angular deviation 02 from the normal, 
the relative correction to the energy loss will be

d(ZlE) <02>
AE ~ 2 02« 1. (A3)

Bethe and Ashkin (1953, p. 285) calculate 02 to be

(A4)

where 0min is a minimum scattering angle given by the screening of the 
Coulomb interaction. This yields

zZ2/3ä\ 
(A 5)

2*
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(A 6)

(A 7)
o

Performing the integration (A 6) we find

(A 8)

and

E'c(E0,x)

x (A 9)

c2

8 c2

If the particles were not scattered, they would leave the foil with energy 
,r), and the correction is

t

provided <02>» 02» 0^in./’varies from 1.8 to 2.2 for all materials and 
thicknesses of interest to us.

To calculate the single-scattering correction the following model is as­
sumed. The particles penetrate the foil with a constant energy Eo to the 
point, where they are scattered. From this point they are assumed to lose 
energy at a rate given by the relation /? = c2-E2 where /? is the range of 
a particle with energy E and c2 is an energy-independent constant, de­
pending on projectile and target. This is a fairly good approximation cor­
responding to dE/dx « l/E. The constant c2 is eliminated from the final 
result.

We first calculate the energy of particles scattered in a thin layer dx 
situated the distance x beneath the back of the foil, E'(E0, 0, x). The total 
energy of all particles scattered through angles greater than leaving the 
foil will then be

71

E'(E0,x)dx = dx E'(Eo,0,x)a( 0)dG.
0!

E2 +X~f
Co
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EA refers to particles leaving the back of the foil, and Ec to those leaving 
the front. cx is the angularly independent factor in the Rutherford cross 
section. The integration (A 7) is carried through to second order in AE/E0. 
The relative single scattering correction is then found to be

(A 10)

Further details are given by Andersen (1965).

Appendix B
Corrections Due to x-Rays and <î-Rays

Neglecting relativistic effects, (4.1) is written in the form

where

(Bl)

(B 2)

The contributions have been split up for the different shells. is the number 
of electrons in the zth shell, and It the ionization potential for this shell. 
Where necessary, the corrections due to Walske (1952, 1956) to (B 2) have 
been used. The fraction of the total energy loss due to the z'th shell is then

(B 3)

Some of this energy goes into kinetic energy of the expelled electron. If the 
fraction not doing so is ft, the total energy stored in vacancies in the zth 
shell will be Ei-fi. Due to the Auger effect only a fraction cot of this will 
appear as x-rays, and the total correction due to x-rays from the zth shell 
and from a very thin foil is then

(B4)
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Figure 5. Energy being emitted as <3-rays from an aluminium foil traversed by a proton of 
energy Ep as calculated from (B 8).

This has a maximum for the K-shell of aluminium in our energy range of 
about 0.2%. For the L-shell in some of the heavier elements it might rise 
to 1.5%. Fortunately a good many of the x-rays are reabsorbed in the foil. 
If the absorption coefficient for a particular group of x-rays is //, the self­
absorption is a function only of the dimensionless quantity a = /j, • t. The 
fraction escaping is

F(u) = I
1
a

e
- + e a + uEi(- tz) 

a
(B 5)

where Ei(a) is the Eire-function. This will usually reduce the correction 
by at least a factor of 3.

The d-rays are energetic electrons emitted mainly in the forward direc­
tion. The electrons in the material are assumed to be free, and the energy 
distribution of the electrons is calculated by the Rutherford cross section, 
i.e. classically.

The probability that a single charged particle with velocity v will eject 
an electron with an energy in the interval Q to Q + dQ from a slab with 
thickness dx is then

(B 6)

These electrons are assumed to lose energy at a rate governed by a relation 
R = c2-E2 as in appendix A. If the slab is situated the distance x beneath 
the surface, the energy leaving the surface from this slab will be
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E(x)dx-k ■ dx \ l[/0* - X- j/ ^" rfQ <B 7>

where Tm is the maximum possible energy transfer. The total correction 
is then

Tm
C NQZ n e4Må(E) - J E(x)dx = • ca • —-/'(E) (B 8)

0 0

where f(E) is a function only dependent on E, which has been found by 
numerical integration. The result for aluminium is shown in fig. 5.
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Synopsis
Crystals of the white modification of CsPbBr3 - contaminated with orange 

crystals of the same composition - can be obtained from aqueous solutions of 
CsBr and PbBr2. The white crystals appear to be only slightly less stable than the 
orange ones. They are needle-shaped with y' parallel with the needle axis and 
they undergo a phase transition to the orange modification at 130°C. The X-ray 
analysis shows that the white crystals are orthorhombic belonging to space group 
no. 62 Pmnb, and a = 4.597 Å, b = 9.72 Å, c = 16.81 Å. The structure is quite 
analogous to that of the yellow CsPbI3. Distorted PbBr6-octahedra sharing 
Br-atoms form chain-like, polynuclear ions (PbBiÇ)n running parallel with the a- 
axis. The Pb-Br-distances vary from 2.82 Å to 3.29 Å.
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Introduction

It has been shown previously that CsPbI3 exists in two modifications, a 
black metastable form with perovskite structure and a yellow orthorhombic 
form which is stable under ordinary conditions1. CsPbBr3 apparently also 
exists in two forms, an orange-coloured form with perovskite structure, which 
already has been investigated2, and the supposed analogue of the yellow 
orthorhombic CsPbI3, which has been prepared by Wedcs and co-workers3.

Although a fairly complete X-ray analysis has been done on the ortho­
rhombic CsPblg, it seemed worth while to make an independent investigation 
of the white CsPbBr3 in order to check the irregular octahedral coordination 
of the halogen atoms around the lead atoms which was found in the former 
compound. Also, in the previous investigation no distinction could be made 
between the halogen atoms and the cesium atoms because of their equal 
scattering powers. And finally, it might be interesting to see if the atomic 
parameters would be the same as in CsPbI3 in spite of differences in ab­
sorption and dispersion effects.

Preparation and properties of the white CsPbBr3-crystals

We have obtained the white modification of CsPbBr3 in the following way. 
First CsBr was prepared from Cs2CO3 and an aqueous solution of HBr. 
PbBr2 was precipitated from aqueous solutions of Pb(NO3)2 and HBr, 
recrystallized a few times in hot water. All the chemicals were Riedel- 
de Haën pro analysi.

Aqueous solutions with well-defined concentrations of CsBr were next 
prepared and saturated with PbBr2 by boiling. Undissolved PbBr2 was 
separated from the still hot solutions. On addition of an amount of hot or 
cold water to each solution so that the CsBr-concentrations as well as the

1 C. K. Møller, The Structure of CsPbI3. Mat. Fys. Medd. Dan. Vid. Selsk. 32 No. 1 (1959).
2 C. K. Møller, The Structure of Perovskite-like Cæsium Plumbo Trihalides. Mat. Fys. 

Medd. Dan. Vid. Selsk. 32 No. 2 (1959).
3 H. L. Wells, Z. anorg. Chem. 3, 195 (1893).

1*
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temperatures were kept within a certain range a precipitation of crystals 
usually resulted.

White needle-shaped crystals were obtained when the final concentration 
of CsBr was in the range 23.5-27.5 g CsBr/100 g H20, and the temperature 
at which they appeared was usually 23—25°C; but they were always con­
taminated with orange crystals, and sometimes also with thin flaky crystals 
(of CsPb2Br5?), the latter ones, however, disappearing after some time.

To avoid the formation of basic salts the solutions were mostly kept acid 
with pH = 1-3. Higher pH-values seemed to change the conditions for pre­
cipitation of the white crystals of CsPbBr3 in the direction of higher CsBr- 
concentralions. Supersaturated solutions easily resulted so that seeding often 
was necessary.

Sometimes very thin needles of white crystals | - 1 cm long were obtained. 
Apparently they grew very quickly under special conditions.

Only by hand-sorting under a microscope was it possible to obtain a 
pure product of while crystals—free from orange-coloured contaminations.

Under the polarizing microscope these crystals showed extinction parallel 
with and perpendicular to the needle-axis. When heated under the micro­
scope on a hot stage the white crystals changed irreversibly into the orange 
modification at 130°C—this temperature being about 1()°C lower than that 
mentioned by Wells1.

The X-ray work to be mentioned shows that the crystals have the stoi­
chiometric composition CsPbBr3 as found by Wells et al1.

Stability of the white CsPbBr3-crystals

From the observation that the white needle-shaped crystals and the 
orange crystals could co-exist at room temperature (18-20°C) for months 
in aqueous solutions of CsBr with concentrations as mentioned above, it 
would appear that there can be only a small difference in free energy between 
the two forms. The white crystals eventually slowly disappeared and only 
orange-coloured crystals were left. With crystals of the same composition 
the CsBr-concentration of the solution would not be expected to influence 
the relative stability of the two forms, and hence it is concluded that the 
orange crystals are slightly more stable than the while ones. When dry, the 
white crystals can be kept at room temperature indefinitely.

An attempt was made to measure the difference in free energy between 
the two modifications. Electrochemical cells of the following type were 
constructed :



Pt I Pb(Hg) I CsPbBr3(orange) | solution 27g CsBr/lOOg H2O | CsPbBr3(white)

I Pb(Hg) I Pt.

They were kept at temperatures 19.5°C or 22.5°C. However, it was 
difficult to obtain reliable values for the emf.’s of the cells. Shortly after 
assemblage the cell had an emf. of 2-3 mv, but then drifted slowly towards 
lower values. Only on one occasion did the emf. stay within the interval 2.5— 
3.0 mv the first 24 hours after construction of the cell.

The electrode with the while CsPbBr3-crystals was the positive electrode, 
suggesting the electrode processes:

2 e~ + CsPbBr3 (white) -> Cs+ + 3 Br~ + Pb

Cs+ + 3 Br~ + Pb -> CsPbBr3 (orange) + 2 e_

Hence the white crystals are less stable than the orange ones. If a value 
of c. 3 mv for the emf. is accepted as being significant, the corresponding 
difference in free energy is J G = 3 • 10-3 • 96000 • 2 ~600 Joule or 140 cal/mole, 
which is cpiite small.

X-ray investigation

Oscillation and Weissenberg diagrams of single crystals of the white 
CsPbBr3-compound showed that they had orthorhombic symmetry, and 
preliminary values for the crystal axes were determined from these photo­
graphs. Refined values were obtained from powder photographs in a Guinier 
type focusing camera as previously described1, and Table 1 shows a com­
parison of the observed sin20-values with those calculated from the finally 
accepted unit cell axes:

a = 4.597 ±0.005Å, b = 9.72 ± 0.01 Å, c = 16.81 ±0.02Å.

From the similarity of the powder patterns of the yellow CsPbI3 and of the 
white CsPbBr3 it is concluded that the two compounds are isomorphous with 
the same number of molecules in the unit cell, i. e. 4. On this basis and with 
the unit cell axes given above the molar volume for white CsPbBr3 is 113.7 cc. 
This may be compared with the molar volume 120.5 cc for the orange 
modification and a value of 103.0 calculated from the molar volumes of 
CsBr and PbBr2. We thus find the same trend as for the analogous iodides4.

4 C. K. Møller, The Structure of Cæsium Hexahalogeno-Plumbates(II). Mat. Fys. Medd. 
Dan. Vid. Selsk. 32 No. 3, p. 6 (1960).
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Table 1. Observed and calculated sin20-values for white CsPbBr3. 
CuKa-radiation.

Indices Estimated 
intensity

104x
Sin20obs

104x
sin20calc

011 I 1 0084> m-w 0083 f
002 1 1 0084
012 w 0148 0147
020 1 ( 0252

? w 0252 J013 1 1 0252
021 m-w 0272 0273
111 S 0364 0365
014 ni 0401 0399
112 m-w 0426 0428
023 w 0441 01 11
120 1

; m-w i >532 0533113
121 m 0555 0554
015 0589
024 w 0589 0588
031 0588
122 s 0616 0617

3 •

Indices Estimated 
intensity

104x
Sin20obs

104x
sin20 .cale

032 VW 0653 0651
123 VW 0721 0722
105 m 0809 0807
016 VW 0820 0820
115 0870
124 VW 0869 0869
131 0869
132 w 0932 0932
200 m-w 1125 1125
134 w 1187 1184
212 VW 1270 1272
126 w 1294 1290
117 f 1375
213 s 1377 1377
220 1 1377
224 ( 1713

VW 1716 '215 1 1 1714

Table 2. Atomic parameters in white CsPbBr3.

All the atoms are in the special positions:

and for

1 3 _ 3 1
— yz’ 5yr; — —
4 4 2

1
Cs .r = -

4
3 

Pb x =
4

y = 0.089

y = 0.163

y = 0.335

y = 0.028

y = 0.302

z = 0.329

z = 0.063

z = 0.000

z = 0.116

0.211
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densities O (dashed), 25, 50, 75, 100, 150 and 200.

In order to see if there should be any relation between lattice planes in 
the orange and the white modifications of CsPbBr3, oscillation diagrams 
were taken of a single crystal of white CsPbBr3. Then the crystal was heated 
in a controlled flow of hot N2-gas and thus partly converted to the orange 
modification while another oscillation diagram was taken. The latter shows 
a powder pattern superimposed on an oscillation diagram of white CsPbBr3, 
but apparently there is no simple connection between “old” and “new” 
X-ray reflections, and it appears that the crystal is converted into a disordered 
powder of orange CsPbBr3 within the boundary of the original crystal.

With CuKa-radiation intensities were obtained from Weissenberg expo­
sures by a multiple him technique as previously described1. The crystal was 
rotated about the a-axis—which is also the needle axis. Its length was 0.42 mm 
and the cross section of the crystal 0.035 x 0.010 mm2.

Reflections of the type hOl were absent for h + 1 odd and hkO were absent 
for k odd. No other systematic absences were observed, but I(0kl) and 
I(2kl) appeared to be equal for all values of k and 1. As these rules are exactly 
the same as for yellow CsPbI3, it is inferred that the space group is also the 
the same, no. 62 Pmnb.

The procedure and the arguments for determining the atomic arrangement 
from the observed intensities were from now exactly the same as described
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Fig. 2. Electron projection of the white CsPbBr3 on (100). Contours are drawn at the relative 
densities 0 (dashed), 100, 200, 300, 400, 600 and 800.

for CsPblg1 and no detailed account of it will be given. Suffice it to say that 
the structure of while CsPbBr3 was solved independently of that of the 
analogous iodide and hence both Patterson and electron projections as well 
as difference maps were evaluated (figs. 1 and 2). The Fourier syntheses 
and the structure factors were calculated on a GIER electronic computer 
using programmes which had originally been worked out by J. Daxielsex5, 
and atomic scattering factors from Forsyth and Wells’ paper6.

5 J. Danielsen, Acta Cryst. 16 Suppl. A 171 (1963).
6 J. B. Forsyth and M. Wells, Acta Cryst. 12, 412 (1959).
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Table 3. Comparison of calculated and observed structure factors 
for white CsPbßr3 (brought on the same relative scale).

h k I |Tobs| calc h k I 1 Tobs 1 ■*ca)c h k I |Tobs| •^'calc

0 0 2 105 + 85 0 2 15 46 + 47 0 5 1 79 + 83
0 0 4 27 - 10 0 2 19 65 76 0 5 2 139 + 164
0 0 6 41 + 31 0 2 20 23 - 32 0 5 3 74 - 74
0 0 8 144 - 129 0 2 21 10 12 0 5 4 108 + 102
0 010 22 + 10 0 3 1 22 - 19 0 5 5 77 - 69
0 012 45 + 46 0 3 2 121 + 147 0 5 6 58 + 50
0 014 79 + 65 0 3 3 84 - 79 0 5 7 12 + 13
0 016 85 + 102 0 3 4 128 - 137 0 5 9 122 - 128
0 018 99 + 130 0 3 5 133 - 138 0 5 10 67 - 66
0 020 16 - 23 0 3 7 149 + 166 0 5 11 31 + 26
0 1 1 49 + 54 0 5 12 65 - 58
0 1 2 85 - 85 0 3 8 31 + 27 0 5 14 53 - 50
0 1 3 96 + 77 0 3 9 199 + 225 0 5 15 39 - 40
0 1 4 166 - 155 0 3 10 40 - 36 0 5 17 75 + 76
0 1 5 201 - 227 0 3 11 70 + 62 0 5 18 48 + 51
0 1 6 170 - 164 0 3 12 40 + 38 0 6 0 117 + 133
0 1 7 118 - 94 0 3 13 43 - 39 0 6 1 97 + 93
0 1 8 108 + 92 0 3 15 42 - 39 0 6 2 137 + 165
0 1 9 25 + 21 0 3 16 41 - 48 0 6 4 68 + 60
0 1 10 24 + 17 0 3 17 28 25 0 6 6 120 118
0 1 11 94 94 0 3 19 18 + 29 0 6 9 35 - 21
0 1 12 115 + 119 0 3 20 21 + 31 0 6 11 33 + 36
0 1 13 42 40 0 4 0 114 128 0 6 12 41 - 35
0 1 14 79 + 77 0 4 1 54 57
0 1 15 57 + 62 0 4 2 77 72 0 6 13 26 - 25
0 1 16 51 58 0 4 3 161 + 204 0 6 14 104 + 114
0 1 17 14 + 17 0 4 4 47 42 0 6 16 84 + 83
0 1 20 43 51 0 4 5 130 + 133 0 6 18 33 + 30
0 2 0 59 - 59 0 4 6 52 - 42 0 7 1 82 + 83
0 2 1 87 - 104 0 4 7 68 - 67 0 7 2 75 - 77
0 2 2 63 - 66 0 4 8 115 + 108 0 7 3 82 - 77
0 2 3 130 - 155 0 4 10 67 + 55 0 7 6 122 — 115
0 2 4 138 - 156 0 4 11 56 - 53 0 7 7 89 - 82
0 2 5 72 - 54 0 4 12 90 - 90 0 7 9 77 - 76
0 2 6 63 + 54 0 4 13 76 - 78 0 7 10 96 + 95
0 2 7 149 - 148 0 4 14 39 - 34 0 7 12 71 + 63
0 2 8 93 + 76 0 4 15 47 - 42 0 7 17 30 + 30
0 2 9 73 + 58 0 4 16 50 - 44 0 8 0 92 - 87
0 2 10 12 + 1 0 4 17 42 + 51 0 8 1 35 + 25
0 2 11 162 + 181 0 4 18 33 - 37 0 8 3 48 - 45
0 2 14 104 - 117 0 4 19 23 + 26 0 8 4 33 - 29
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Table 3 (continued)

/ Å- I 1 obs Z calc hk I P'obsl calc h Å / 1 obs 1 Fcalc

0 8 5 131 141 1 1 2 77 4- 76 1 3 8 28 21
0 8 7 24 7 1 1 3 153 144 1 3 9 90 - 94
0 8 8 43 + 37 1 1 5 43 33 1 3 10 91 + 94
0 8 9 39 + 34 1 1 6 133 + 122 1 3 11 61 + 61
0 8 11 57 + 43 1 1 7 213 - 230 1 3 12 73 4 80
0 8 13 98 + 97 1 1 8 123 + 105 1 3 14 68 4- 70
0 8 14 33 - 35 1 1 9 160 - 160 1 3 15 50 - 60
0 8 15 24 - 28 1 1 10 164 - 183 1 3 16 38 4 38
0 9 1 63 - 53 1 1 11 77 63 1 3 17 55 74
0 9 3 20 4 22 1 1 12 76 64 1 3 18 77 88
0 9 5 44 44 1 1 14 31 + 30 1 3 20 44 - 58
0 9 7 97 + 92 1 1 15 38 + 34 1 4 0 133 - 176
0 9 8 64 65 1 1 16 19 27 1 4 2 130 154
0 9 9 93 + 90 1 1 17 40 4 38 1 4 3 129 - 146
0 9 10 80 4 82 1 1 18 41 + 44 1 4 4 33 23
0 9 14 32 - 31 1 1 19 26 + 18 1 4 5 103 - 103
010 1 59 + 60 1 1 20 16 + 19 1 4 6 58 52
0 10 2 96 - 90 1 1 21 41 80 1 4 7 74 67
010 3 74 4 66 1 2 0 87 + 106 1 4 8 114 4 125
010 6 57 + 48 1 2 1 132 - 204 1 4 10 92 + 90
010 10 20 + 19 1 2 2 200 + 304 1 4 12 118 - 146
Oil 1 23 - 21 1 2 3 91 - 91 1 4 13 77 4 80
Oil 2 58 + 46 1 2 4 63 + 56 1 4 14 35 - 31
Oil 3 52 + 47 1 2 5 31 - 20 1 4 15 30 4 30
0 1 4 80 + 79 1 2 6 158 - 155 1 4 16 79 - 92
Oil 5 35 - 39 1 2 7 31 - 23 1 4 17 34 - 35
Oil 7 25 - 27 1 2 9 59 + 52 1 4 18 53 - 65
Oil 10 25 - 25 1 2 10 41 - 30 1 4 19 21 - 25
012 0 67 + 74 1 2 13 52 + 46 1 5 1 34 - 26
01 2 2 43 + 45 1 2 14 97 4 117 1 5 2 100 - 99

1 2 15 31 + 33 1 5 3 57 - 55
1 0 1 21 - 18 1 2 16 102 + 125 1 5 4 150 4 178
1 0 3 103 + 67 1 2 18 27 + 29 1 5 5 77 4 81
1 0 5 291 + 332 1 2 19 54 71 1 5 7 152 4 179
1 0 7 46 + 24 1 2 20 26 + 40 1 5 9 128 4 139
1 0 9 99 89 1 3 1 80 4 86 1 5 11 76 4 77
1 0 11 76 69 1 3 2 141 - 175 1 5 12 66 - 68
1 0 13 171 - 210 1 3 3 105 - Ill 1 5 13 38 - 30
1 0 15 55 + 65 1 3 4 176 - 222 1 5 14 36 - 29
1 0 17 55 + 58 1 3 5 18 _ 2 1 5 15 64 - 60
1 0 21 43 + 73 1 3 6 14 — 7 1 5 16 32 42
1 1 1 98 4 154 1 3 7 66 4 64 1 6 1 111 4 131
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Table 3 (continued)

A- 1 1 ^‘obs 1 ^cale / A I 1 obs 1 F calc hk I 1 obs 1 F calc

1 6 2 27 + 21 1 7 15 59 4- 64 9 13 21 24
1 6 3 79 + 80 1 7 16 46 + 53 1 9 14 38 4- 44
1 6 4 80 - 75 1 7 17 10 + 6 1 10 1 24 - 24
1 6 5 74 + 66 1 8 0 208 + 258 1 10 2 80 - 81
1 6 7 123 + 132 1 8 1 43 - 35 1 10 3 63 - 61
1 6 8 54 + 48 1 8 2 60 + 53 1 10 4 62 - 60
1 6 9 72 76 1 8 5 57 - 50 1 10 6 37 4- 38
1 6 11 119 - 133 1 8 8 72 68 1 10 7 52 - 51
1 6 13 36 29 1 8 12 35 + 39 1 10 8 38 4- 38
1 6 14 66 62 1 8 13 48 4 53 1 10 9 23 4- 14
1 7 1 62 62 1 8 14 29 4 28 1 10 10 27 19
1 7 4 94 + 90 1 9 2 49 50 1 10 11 74 4- 82
1 7 5 103 - 109 1 9 3 62 + 62 1 11 2 56 4- 55
1 7 6 85 4- 79 1 9 4 98 95 1 11 3 30 - 23
1 7 7 121 - 132 1 9 5 98 - 101 1 11 5 41 + 44
1 7 8 61 - 58 1 9 6 59 - 58 1 11 7 56 4- 61
1 7 11 86 - 90 1 9 9 38 + 35 1 11 8 29 4- 33
1 7 12 67 73 1 9 10 33 4- 34 1 11 9 69 4- 107
1 7 13 33 30 1 9 11 24 33 1 12 0 37 - 30
1 7 14 44 - 49 1 9 12 66 4- 68 1 12 3 56 4- 74

Table 4. Interatomic distances in white CsPbBr3.

Distance From this 
investigation

From Pauling’s 
ionic radii

From Goldschmidt’s 
radii

Pb1-Br1 3.04 Å 3.16 Ä 3.28 Â
Pb1-Br2 3.29 -
Pb4-Br3 3.08 -
Pb4-Br4 2.82 -
PIP-Pb2 4.46 -
Pb-Cs 5.08 -
Cs4-Br5 3.76 - 3.64 - 3.63 -
Cs4-Br4 3.79 -
Cs4-Br6 3.75 -
Cs’-Br3 3.84 -
Cs4-Br4 3.67 -
Cs1-Br7 3.67 -
BH-Br1 4.60 -
Br4-Br2 4.24 -
Br1-Br3 4.03 -
Br4-Br4 4.24 -
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Structure factors which have been calculated from the atomic parameters 
in Table 2 are compared with the observed values in Table 3 after they have 
been brought on the same relative scale, interatomic distances obtained with 
these parameters are given in Table 4.

Conclusion

The structure of the white CsPbBr3 as determined from the present work 
is in complete analogy with that of the yellow CsPbI3 and exhibits the same 
kind of irregular octahedral coordination of the halogen atoms around the 
lead atoms. In both structures catena-ions (PbXg)n are parallel to the n-axis 
and the Cs-ions are held between these chain-like ions. One of the lead­
halogen distances is considerably shorter than the others and also shorter 
than the sum of the corresponding ionic radii or Slater atomic radii: 
2.82Å against 3.16Å or 2.95Å, respectively. This might indicate a stronger 
bonding between lead and this particular halogen atom.

The variations of the interatomic distances in the two analogous crystals 
are also quite similar although the dispersion effects have not been considered 
in case of the bromide. One might, therefore, be tempted to conclude that 
if an uncertainty of 0.05Å on the interatomic distances can be tolerated, 
the influence of dispersion may be neglected.
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Synopsis
Pb(OH)Br can be prepared from aqueous solutions of lead bromide with an 

excess of bromide at elevated temperatures, or by mixing aqueous solutions of 
sodium hydroxide and lead bromide. By the former method the compound is 
obtained as white needles, biréfringent with y' parallel with the needle axis. The 
X-ray analysis shows that they are orthorhombic belonging to space group no. 62 
Pmnb with a = 4.089 Å, b = 7.384 Å and c = 10.010 Å. It appears that the lead 
atoms and the hydroxyl groups form chainlike poly-ions, (Pb(OH)+)n running 
parallel with the a-axis. The halogen atoms are distributed between the poly-ions. 
The compound is isostructural with SbSBr.



Introduction

In order to find the conditions under which the white CsPbBr3 mentioned 
in the previous paper could be prepared, aqueous solutions with varying 
concentrations of CsBr were saturated with PbBr2. A few drops of the solu­
tions were placed in a hollow microscope slide on a hot stage and watched 
through a microscope. After heating to 70-80°C for some time it was often 
observed that thin white crystals began to grow from the edge of the solution. 
In the hope that they were the wanted white crystals of CsPbBr3, some of 
them were isolated and examined optically and by X-rays. It turned out that 
the crystals did not undergo a phase transition to the yellow CsPbBr3 at 
140°C as described by Wells1 so that it seemed doubtful from the very 
beginning what they were. However, from the X-ray diagrams it was possible 
to identify them as Pb(OH)Br, a compound which may be formed under 
just those conditions2.

An X-ray investigation of Pb(OH)Cl (laurionite) has been made by 
Brasseur3 and of Pb(OH)I by Näsänen, Meriläinen, Uggla and Hyle4, 
so that it might seem rather useless to enter into a detailed investigation of 
Pb(()H)Br also. However, in Brasseur’s work the OH-groups, and partly 
also the Cl-atoms, were located from space-filling considerations and no 
comparison is given of observed and calculated structure factors. In the 
other work the positions of all the atoms were obtained by the method of 
steepest descents, but it appears that one of the OH-I distances is unlikely 
short: 3.15Å compared with the sum of the ionic (or van der Waals) radii 
of I and OH: 2.2+ 1.4 = 3.6Å. Hence it was considered worth while to 
look more closely at the structure of Pb(OH)Br, although one could scarcely 
hope to localize the OH-groups. Unfortunately, no Mo X-ray tube was 
available at the time of the investigation and so the X-ray diagrams were 
taken with CuKa-radiation, which may influence the intensities through 
absorption and dispersion effects.

1 H. L. Wells, Z. anorg. Chem. 3, 195 (1893).
2 “X-ray diffraction patterns of lead compounds” from The Shell Petroleum Company Ltd., 

Thornton Research Centre 1954.
3 H. Brasseur, Bull. Soc. Roy. des Sciences de Liege No. 11, 1940.
4 R. Näsänen, P. Meriläinen, R. Uggla and M. Hyle, Suomen Kemistilehti 37 no. 4 B 

p. 45-46 (1964).
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Preparation and properties of Pb(OH)Br

While single crystals suitable for X-ray work could be prepared as men­
tioned above, larger quantities of the compound were more easily prepared 
by precipitation: To a saturated solution of PbBr2 in water a 0.1 molar 
solution of NaOH was added. A pure white precipitate was immediately 
formed (pH ~ 4—6). On further addition of NaOH to pH about 8 or more 
the precipitate turned pale yellow. The precipitates were separated from the 
supernatant liquid on a glass filter by suction, washed several times with 
water and finally with ethyl alcohol and dried at 50°C.

Both the yellowish and the white precipitate gave the same X-ray powder 
pattern in a Guinier type focusing camera. The sharpness of the powder 
lines indicated that the substances consisted of rather well-defined crystals.

From preliminary values of the axes in the orthorhombic unit cell as 
determined from oscillation and Weissenberg diagrams all the powder lines 
except two weak ones could be indexed, and refined values for the axes 
could thus be obtained:

a = 4.089 ± 0.005Å; b = 7.384 ± 0.01 Å; c = 10.010 ± 0.01 Å.

The volume of 6.0 2 3 x 1023 unit cells is 0.6023xaxôxcx 1024 = 183 cc. 
The molar volumes of PbCl2 and PbBr2 are 47.6 cc and 55.0 cc, respectively, 
and if it is assumed that the molar volume of Pb(OH)Br is not too different 
from that of PbCl2, this suggests that there are 4 molecules in the unit cell of 
Pb(OH)Br.

The single crystals prepared as described above were white, usually 
very thin and needle-shaped. Under the polarizing microscope they showed 
parallel extinction with y' parallel with the needle axis, which is also the 
«-axis.

Determination of the structure

A single crystal 0.24 mm long and 0.015 x 0.020 mm2 in cross section 
was selected for the X-ray work. Oscillation and Weissenberg diagrams with 
CuKa-radiation were taken with the a-axis as rotational axis, and the inten­
sities were visually estimated and corrected in the usual way. (For details 
see reference5). The absorption was treated as a “reversed temperature 
factor’’ which seemed legitimate considering the smallness of the crystals.

Reflections of the following types were absent: h()l for h + l odd and hkO 
for k odd. Hence the space group could be either no. 62, Pmnb or no. 33, 
Pbn21.

5 C. K. Møller, The structure of cæsium plumbo iodide. Mat. Fys. Medd. Dan. Vid. Selsk. 
32, No. 1 (1959).
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Table 1. Observed and calculated sin20-values for Pb(OH)Br.
CuKa-radiation.

Indices Estimated 
intensity

104x
Sin*0 obs

104x
sin20calc

Indices Estimated 
intensity

104x
Sin80obs

104x
sin20calc

011 w-m 0169 0168 113 VW? 0999 0998
002 w-m 0239 0239 122 VW 1029 1029
012 vs 0347 0348 031 m 1040 1038
101 VW? 0414 0414 014 in 1058 1058
020 w-m 0435 0435 032 in-w 1218 1218

? VW 0458 123 m 1325 1324
021 in 0494 0494 131 VW? 1397 1393
111 vs 0523 0523 200 in 1423 1422

? VW? 0553 132 VW 1572 1573
013 w 0642 0643 211 VW? 1590 1590
022 w-m 0672 0674 212 w-m, diff. 1768 1770
112 m 0703 0703 105 VW 1838 1838
120 VW 0789 0790 221 (v)w 1916 1916
121 m 0850 0849 115 w-m 1948 1947
103 in 0889 0889 213 VW 2061 2065
004 VW 0949 0949 222 (w)-m 2098 2096
023 VW 0968 0968 134 w 2283 2283

Table 2. Atomic parameters in Pb(OH)Bi

All the atoms are in the special positions:

and for
1

Pb x = -
4

ij = 0.197 z = 0.084

y 0.452 z = 0.820

y = 0.394 2 = 0.456

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 5.
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Fig. 1. Patterson projection of Pb(OH)Br on (100). Contours are drawn at the relative densities 
0, 50, 100, 150, 200, 300 and 400.

Furthermore it was observed that the I(0A7) were equal to the I(2A7) 
for all A and /, thus suggesting |F(/iA7)| = |F(h + 2n, k, l)\ where n is an 
integer. This is the kind of relation one would expect for space group no. 62
if there are four molecules in the unit ceil so that all the atoms are in the
special positions:

1 3 3 1 1 1 1 1
-yz; -yz\ ------ y - + r ; - - + v ----z.
4 4 4 2 2 4 2 2

The arguments for obtaining the atomic positions from now on are 
nearly the same as in reference5. First a Patterson projection on (100) was 
calculated (fig. 1), and the three strongest maxima were localized which 
were interrelated in the following way:

They were identified as lead-lead vector maxima and the parameters (y, z) 
could immediately be obtained. Next an electron projection was evaluated 
with only those F(0A7) whose signs could be determined from the lead
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Fig. 2. Electron projection of Pb(OH)Br on (100). Contours are drawn at an interval of 50 of 
the relative electron density. The zero contour is dashed. The oxygen atoms (from the difference 

synthesis) are indicated by crosses.

contributions alone with a fair degree of certainty. The electron projection 
gave two possibilities for the Br-positions but comparison with the Patterson 
map allowed a decision to be made and in fact all the observed maxima 
on the Patterson projection could now be assigned to interatomic vectors. 
Structure factors were now calculated on a GIER-electronic computer using 
Danielsen’s “master program’’ and atomic scattering factors from Forsyth 
and Wells6,7. Having brought the observed and calculated structure factors 
on common basis, difference maps were calculated and final parameters for 
Pb and Br obtained in this way. The difference maps also indicated the 
positions of the O-atoms, although they could not be located with the same

6 J. Danielsen, Acta Cryst. 16 Suppl. A 171 (1963).
7 J. B. Forsyth and M. Wells, Acta Cryst. 12, 412 (1959). 

2*
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certainty as the other atoms. They are marked with crosses in the electron 
projection (tig. 2).

Structure factors calculated from the finally accepted atomic positions 
in Table 2 are compared with the observed values in Table 3.

It was also tried to find the oxygen positions from minimization of the 
reliability index It by systematic variation of the oxygen parameters, again 
using one of Danielsen’s programs6. But these attempts were not successful 
because the minima were not well defined. Hence the determination from 
the difference map is considered the more reliable.

Atomic arrangement and discussion

Interatomic distances calculated on the basis of the parameters in Table 2 
are given in Table 4 where a comparison is made with the distances in 
Pb(OH)I obtained from reference4, and also with some of the distances in 
orthorhombic SbSBr. While the arrangement of the lead and the halogen 
atoms is very similar in the two former compounds, this cannot be said 
about the oxygen atoms. Although the location of the O-atoms should be 
taken with some reservation, their positions in Pb(OH)Br do seem more 
satisfactory than in Pb(OH)l where some of the OH-I-distances apparently are 
shorter than the sum of the ionic radii for I- and OH': 3.15Å against 3.6Å.

Although one of the Pb-O-distances in Pb(OH)Br appears to be unusually 
short: 2.3Å, this is not unlikely short. If we compare the shortest lead­
halogen distances which have been found in this series of investigation: 
3.01 Â in CsPbI38, 2.82Å in CsPbBr39, 2.80Å in PbCl210 with the ionic radii 
of the halogens, an “ionic radius’’ of 0.9-1.0Å is estimated for lead in these 
cases and would presumably also be expected in Pb(OH)Br. (Still shorter 
Pb(ll)-O-dislances have been found in orthorhombic PbO and in Pb3O4: 
2.21 A, respectively 2.15 and 2.23Å11). The short bonds between the lead 
atoms and the hydroxyl groups produce chain-like polynuclear ions 
(Pb(()H)+)n running parallel with the a-axis of the crystal. That the same 
kind of catena-ions occurs also in Pb(OH)I is very likely because Pb-Pb- 
distanccs of 3.905A are found in this crystal which is the same as the ana­
logous distances of 3.93 A in Pb(OH)Br within the uncertainty of the measure­
ments.

8 C. K. Moller, The structure of CsPbI3, Mat. Fys. Medd. Dan. Vid. Selsk. 32 No. 1 (1959).
9 A. Marstrander and C. K. Moller, The structure of white CsPbBrs. See preceding paper.

10 R. L. Sass, E. B. Brackett and T. E. Brackett, J. Phys. Cheni. 67, 2863 (1963).
11 See e. g. A. F. Wells, Structural Inorganic Chemistry, 3rd ed. Oxford University Press

1962.
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Table 3. Comparison of calculated and observed structure factors 
for Pb(OH)Br (brought on the same relative scale).

Indices 
h k I

■P'calc 
without O

•^calc 
witli O

1 obs 1 Indices
h k I

1 calc 
without O

-^calc
with O

|^obs|

0 0 2 22.0 31.4 36 0 3 9 6.6 7.5
0 0 4 - 52.1 - 48.6 48 0 3 10 - 32.0 - 31.2 23
0 0 6 - 47.9 - 48.3 50 0 3 11 - 38.6 - 37.8 33
0 0 8 — 47.7 - 49.9 44 0 4 0 29.0 23.6 18
0 0 10 30.7 28.2 26 0 4 1 12.3 13.0 12
0 0 12 46.1 44.2 36 0 4 2 1.9 - 2.3 —
0 1 1 10.8 19.5 21 0 4 3 75.5 77.2 73
0 1 2 - 71.2 - 67.8 67 0 4 4 - 10.0 - 11.8 —
0 1 3 35.5 40.3 43 0 4 5 42.5 44.4 42
0 1 4 - 79.4 — 75.2 70 0 4 6 - 6.7 - 6.4 —
0 1 5 - 46.3 - 45.4 52 0 4 7 - 46.3 - 44.9 49
0 1 6 5.9 8.9 7 0 4 8 - 11.6 - 10.1 7
0 1 7 - 16.9 - 18.1 16 0 4 9 - 32.9 - 32.2 28
0 1 8 51.1 52.9 49 0 4 10 6.8 8.6 —
0 1 9 14.6 12.7 16 0 4 11 - 14.3 - 14.2 11
0 1 10 32.1 32.7 27 0 5 1 56.6 52.3 52
0 1 11 - 2.9 - 4.7 — 0 5 2 24.4 24.0 32
0 1 12 1.5 1.3 — 0 5 3 0.7 - 2.0 —
0 2 0 - 41.8 - 39.4 36 0 5 4 - 16.8 - 17.5 20
0 2 1 - 50.3 - 47.7 49 0 5 5 - 50.5 - 51.1 46
0 2 2 - 55.6 - 53.8 52 0 5 6 9.0 8.4 —
0 2 3 - 48.9 - 43.2 43 0 5 7 - 41.1 - 40.1 36
0 2 4 27.6 28.4 29 0 5 8 2.7 2.3 —
0 2 5 - 12.4 - 6.9 — 0 5 9 2.6 4.3
0 2 6 72.7 72.6 69 0 5 10 - 16.9 - 17.0 17
0 2 7 7.2 10.9 — 0 6 0 19.4 17.1 26
0 2 8 4.6 4.1 — 0 6 1 - 45.5 - 46.2 41
0 2 9 38.3 40.0 39 0 6 2 14.7 12.7 17
0 2 10 - 15.2 - 15.8 — 0 6 3 - 45.1 - 46.9 42
0 2 11 12.8 13.0 — 0 6 4 - 10.5 - 11.4 19
0 2 12 - 22.3 - 22.8 20 0 6 5 - 10.8 - 12.9 14
0 3 1 - 71.9 - 74.9 72 0 6 6 - 23.1 - 22.9 27
0 3 2 59.6 63.1 55 0 6 7 4.8 3.1 —
0 3 3 20.0 18.2 21 0 6 8 - 4.7 - 3.9 —
0 3 4 12.3 16.9 15 0 6 9 43.5 42.6 43
0 3 5 38.2 37.8 39 0 7 1 - 27.1 - 27.2 22
0 3 6 7.8 11.6 18 0 7 2 - 17.2 - 18.7 23
0 3 7 42.3 42.8 42 0 7 3 - 8.3 8.4 7
0 3 8 19.3 - 17.0 — 0 7 4 - 42.0 - 44.2 40



22 Nr. 5

Table 3 (continued).

Indices ^calc F calc If v 1 Indices Tcalc Tcalc
h k I without O with O 1' obs 1 h k I without O with O 1 ^obs|

0 7 5 34.5 34.4 24 1 2 11 - 14.2 - 14.3 18
0 7 6 7.2 5.0 — 1 3 1 27.2 33.2 32
0 7 7 23.5 23.6 22 1 3 2 43.1 44.5 48
0 7 8 27.0 25.5 34 1 3 3 21.8 25.3 29
0 8 0 — 50.7 - 49.4 64 1 3 4 67.5 69.4 64
0 8 1 - 0.1 0.7 — 1 3 5 - 46.3 - 45.6 47
0 8 2 - 11.0 - 9.9 1 3 6 - 7.9 - 6.3 —
0 8 3 21.4 20.1 13 1 3 7 - 23.8 - 24.9 24
0 8 4 20.6 21.2 26 1 3 8 - 40.1 - 39.2 33
0 8 5 14.3 12.6 12 1 3 9 10.4 8.7 —
0 8 6 23.5 23.4 24 1 3 10 - 18.2 - 17.9 12
0 9 2 36.4 36.1 37 1 3 11 6.2 4.6
1 0 1 - 11.8 - 14.6 20 14 0 97.1 99.6 94
1 0 3 - 98.9 - 105.1 90 1 4 1 0.6 1.9 —
1 0 5 - 54.0 - 59.8 60 1 4 2 17.9 19.7 20
1 0 7 55.2 51.4 52 1 4 3 - 18.0 - 14.9 12
1 0 9 35.8 34.1 28 1 4 4 - 36.0 - 35.2 39
1 0 11 14.5 14.3 8 1 4 5 11.3 - 8.1
1 1 1 - 84.5 - 78.7 56 1 4 6 - 35.8 - 35.9 35
1 1 2 — 55.6 - 59.3 53 1 4 7 12.7 15.0 —
1 1 3 11.6 14.8 20 1 4 8 - 34.2 - 34.9 29
1 1 4 7.6 2.9 — 1 4 9 5.6 6.7 —
1 1 5 55.0 55.6 60 1 4 10 22.0 21.3 18
1 1 6 - 10.8 - 14.4 17 1 4 11 2.6 2.8 —
1 1 7 48.6 47.7 51 15 1 - 4.7 - 5.5 —
1 1 8 8.1 6.1 — 15 2 - 54.0 - 52.0 51
1 1 9 2.0 0.6 — 15 3 21.0 20.5 19
1 1 10 25.9 25.2 18 15 4 - 45.6 - 42.6 42
1 1 11 - 34.8 - 35.9 28 1 5 5 - 19.8 - 20.0 28
1 1 12 - 10.3 - 10.0 6 1 5 6 0.8 3.4 —
1 2 0 - 35.3 - 26.9 24 1 5 7 - 2.8 2.7 —
1 2 1 64.0 63.4 55 1 5 8 34.4 36.1 28
1 2 2 - 39.5 - 33.0 34 1 5 9 10.3 10.6 14
1 2 3 58.5 57.3 52 1 6 0 - 29.2 - 31.7 32
1 2 4 21.3 24.0 27 1 6 1 - 15.2 1 1.7 27
1 2 5 13.3 12.1 18 1 6 2 - 35.2 - 37.2 42
1 2 6 51.7 51.3 55 1 6 3 - 20.0 - 18.5 24
1 2 7 - 6.2 - 7.0 — 1 6 4 18.9 18.0 17
1 2 8 4.8 3.1 — 1 6 5 - 6.7 - 5.1 —
1 2 9 - 45.1 - 45.4 35 1 6 6 51.4 51.5 41
1 2 10 - 11.0 - 12.9 12 1 6 7 5.2 6.4 —
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Table 3 (continued).

Indices
h k I

■*' calc 
without O

^calc
with O 1 ^obs 1 Indices 

h k I
^calc 

without O
calc

with O 1 -^obs

1 6 8 2.8 3.6 1 7 7 20.1 20.7 16
1 7 1 - 33.1 - 35.5 31 1 8 0 27.0 25.4 18
1 7 2 34.1 34.1 27 1 8 1 7.3 7.0
1 7 3 14.0 12.3 14 1 8 2 2.2 0.8 —
1 7 4 17.5 17.6 12 1 8 3 34.4 33.6 30
1 7 5 13.2 12.8 16 1 8 4 9.9 - 10.5 __
1 7 6 2.5 2.6 — 1 8 5 19.5 18.5 14

Table 4. Interatomic distances in Pb(OH)Br and in related compounds.

Distance
From this 

investigation 
X = Br

From reference4
X = I

Corresponding 
distance in

SbSBr

Pb3-X5 3.32 Ä 3.41 Å
Pb3-X6 4.43 - 4.54 -
Pb3-X7 3.24 - 3.49 -
Pb3-X8 3.44 - 3.70 - 2.94 Å
Pb3-O9 2.50 - 2.71 - 2.67 -
Pb3-O10 2.27 - 2.84 - 2.49 -
Pb3-Pb4 3.93 - 3.90 - 3.83 -
X6-O9 3.62 - 3.70 -
X7-O9 3.54 - 3.15 -
X6-O12 3.54 - 3.15 -
X«-X7 4.00 - 4.15 -
X7-X8
O9-O10

4.20 -
2.72 -

4.40 -

In this connection it is interesting that Pedebsen12 from pH-measurements 
on lead(II)nitrate solutions has obtained evidence for the formation of 
polynuclear ions of the type Pb2(OH) as well as (Pb()H)4, both of which 
may be regarded as fragments of the polv-ion in the crystals of Pb(()H)Br.

It seems to be a characteristic feature of many crystals containing lead (II) 
that the lead atoms are incorporated in some kind of polynuclear 
catena-ions, thus in CsPbI3, CsPbBr3, Pb(OH)Br and presumably also in

12 K. J. Pedersen, The acid dissociation of the hydrated lead ion and the formation of 
polynuclear ions. Mat. Fys. Medd. Dan. Vid. Selsk. XXII No. 10 (1945).
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PbCl2 (though less obvious here). The existence of these chainlike polv-ions 
in the crystals may explain why these compounds are slightly soluble in 
water. It also explains why the crystals are needle-shaped and that the 
refractive index is highest for light vibrating parallel with the needle axis 
i. e. parallel with the catena-ion.

Within the mentioned polv-ions one of the lead-anion distances is usually 
much shorter than the others, i. e. the bonding between the lead atom and 
this particular anion is especially strong and may persist even after dissolution 
of the crystal. It is in accordance with this that aqueous solutions of the lead 
halogenides with an excess of halogenide ions contain a fair proportion of 
the lead as undissociated PbX+-ions.

The shortest OH-OH-distance is 2.72Å, and—if reliable—might indicate 
hydrogen bonding between the hydroxyl groups within the (PbOHin­
framework.

In both Pb(OH)Br and Pb(OH)I the lead-halogcn distances are longer 
than the sum of the ionic radii for the halide ion and lead(II), which is 
3.15Å for Pb-Br and 3.4A for Pb-I. The halogen atoms in these crystals 
may be considered to exist as anions held in positions between the positively 
charged poly-ions by mere electrostatic forces. Pictorially, one could say 
that the halogen ions form a system of parallel “tubes”, one around each- 
poly-ion.

Finally, it should be pointed out that the structure deduced for Pb(OH)Br 
is very similar to that found for SbSBr by Christofferson and McCull­
ough13. In fact, the two compounds are isostructural; to the chain-like 
(PbOH+)n-ion in the former corresponds the poly-ion (SbS+)n in the latter, 
and the Sb-S distances, 2.49Å and 2.67Å, are analogous to the Pb-OH 
distances which have been discussed above (see Table 4).

13 G. D. Christofferson and J. D. McCullough, Acta Cryst. 12, 14 (1959).

An unambiguous determination of the oxygen positions in Pb(OH)Br 
could presumably be made only by neutron diffraction, which might also 
reveal the hydrogen atoms. This would require bigger crystals than used 
for the X-ray work, and it could perhaps be done more easily on Pb(OH)Cl 
which occurs as the mineral laurionite.
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I. Structure of 5,7-disubstituted benzo[6] 1,4-diazepines

Thiele and coworkers* 1* 2) found that o-phenylenediamine is able to 
condense with ß-dicarbonyl compounds, basic substances showing marked 
halochromism being formed in the reaction. For the structure of the con­
densation products two possibilities exist, a symmetrical (I) and an un- 
symmetrical (II):

III

R1 H R1
, x .N= ,N- c/Z\/z 7 \/ 4 5

1 If a ch2 _> 1 |!3
1 Il2 6CH

\/\ v/\ 1 7 /
N -C N==C

R2 R2
I 11

H R1 H + R1
,N- c X zN = =CxZ\/ /\Z

I CH — 1 il CH
V\XT Z

N==C N- c
H R2 H \2

Different authors *1_6) have studied the reaction and it is generally ac­
cepted that the coloured salts are derived from II, the cation III being 
stabilised by resonance between several structures, two of which are shown. 
For the colourless bases the symmetrical structure I is assumed.

According to this assumption the presence of at least one hydrogen atom 
at C6 is a condition for obtaining coloured salts of the benzo[b]l,4-diaze- 
pines.

Several attempts* 3* 7) have been made to condense o-phenylenediamine 
with 3,3-dimethylpentane-2,4-dione (3,3-dimethylacetyIacetone) but without 

1*  
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success. One reason may be that the presence of at least one hydrogen 
atom al C3 in the substituted acetylacetone is necessary for the condensation. 
This is the opinion of Cromwell®), who considers the enolised form of the 
diketone as the one able to condense with the diamine. Another reason for 
the inactivity of 3,3-dimethylacetylacetone may be the steric conditions. 
Thus Halford and Fitch<7> point out that if the 5,6,6,7-tetramethvlbenzo[6] 
1,4-diazepine were formed, one of the methyl groups on C6 would have to 
interfere with the jr-orbital of the benzene nucleus, thereby causing such 
a strain in the diazepine nucleus that the gain in energy obtained by the 
condensation would not be sufficient to counterbalance the strain established.

Barlthrop et al.^ claim to have obtained the introduction of a substi­
tuent for both of the hydrogen atoms at C6 in 5,7-dimethylbenzo[d]l,4- 
diazepine by base-catalysed condensation of this substance with one (for­
mula IX below) or two molecules of piperonal. It had been found previously 
that all benzo[h]l,4-diazepines with at least one hydrogen atom at C6 in 
acid solution show a lowintensitv absorption in the region of 5000 Å. The 
UV-spectra of the condensation products obtained by Barlthrop et al. 
showed no such absorption and therefore the English authors are of the 
opinion that the first molecule of piperonal will condense on the methylene 
group, the next molecule of piperonal then attacking one of the methyl 
groups at C5 and C7. In both condensation products the C6-atom should thus 
be sp2-hybridized and the substances should, as the 6,6-disubstituted sub­
stance, be without the hydrogen atom necessary for the formation of the 
unsymmetrical structure.

We have repeated Barlthrops experiments but we cannot confirm that 
the condensation takes place on the methylene group. On the contrary, by 
examining the IR-spectra we have found that the aldehyde reacts only 
with the methyl group(s), thereby forming 5-mono- or 5,7-di-(3,4-methyl- 
enedioxystyryl)benzo[6 11 ,4-diazepines, the first one corresponding to for­
mula IV below (R1 = CH2O2C6H3CH = CH-). The evidence for this 
formulation is:

The substance containing one piperonylidene residue shows absorption 
at 1427 cm 1 and at 1364 cm-1, corresponding to the absorption of a methyl 
group, but these absorptions are not found in the substance containing two 
piperonylidene residues. Otherwise the spectra of the two compounds arc 
very much alike. They have an absorption al 960 cm-1 which we ascribe 
to the -CH = CH— (trans) out-of-plane vibration. If the methylene group 
had reacted a )C = CH - out-of-plane vibration should be expected lo ap­
pear near <300 cm-1.
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Our formulation explains better than Barlthrop’s the products which 
he found by hydrolysis of the substance formulated by him as 5,7-dimethyl- 
3-piperonylidene-benzo[fc]l,4-diazepine.

By hydrolysis of benzo[ô]l ,4-diazepines a (substituted) benzimidazole 
and a ketone are formed. With different substituents at C5, C6 and C7 two 
different benzimidazoles and two different ketones may be formed (see 
formulas IV-VIII). According to generally accepted views the first step in

H R1 COR1
T 1

N x R1 Z NH2 i
z\ V TT z\zN -C\ CIV

h2o CHR3 h2o
CR3 Z ----> c

XZ\ i N= c X Z \ Z Tj 9NH2 1 R2 N R
COR2 H

Va IV Vb

H H
V R1 N. R2z\z \ z Z\

C—CR3==C(OH)R2 C -CR3 C(OH)R1

~NH xz NH
Via VIb

the hydrolysis is the formation of an anil which tautomerises to an a, ^-un­
saturated ketone (IV -> Va or Vb). The next step is a 1,4-addition of the 
free amino group to the system of conjugated double bonds, and finally 
a stabilisation is obtained by the formation of benzimidazole and ketone 
(Via -> VII or VIb -> VIII):

N + R3CH2COR2 ------ N +R3CH2COR1
VII VIII

If, however, R1 and R2 are both CH3 and R3 is linked to C6 by a double 
bond the first product of hydrolysis becomes the real anil, no hydrogen 
atom being present at C6 to allow the formation of an a,/^-unsaturated ketone 
able to be the precursor of benzimidazole-formation. Instead, an addition 
of the amino group over the — N = C-double bond might take place, fol­
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lowed by a stabilisation to 2-methylbenzimidazole and piperonylideneacetone 
(IX-XI1I; R = CH2O2C6H3-):

ch3 ch3
/ H

N
S\/

=C N=Cx N CH3

c

C CHR H2O C CHR C—C-CHR
1 Jx,N

ch3
COCH3

nh2 NH COCHs

IX X XI

II

^\/z ch2
1 cch3 R = ~ V 01 11 II +IO CH COCH3 \— /

N
XII XIII

Barlthrop found these two products of hydrolysis and besides 2-(3,4- 
methylenedioxystyryl)benzimidazole (XVI) which cannot possibly be formed 
by simple hydrolysis of the 6-piperonylidene-substituted benzo-diazepine, 
whereas all 3 products of hydrolysis can be explained if the piperonal has 
reacted with one of the methyl groups instead of with the methylene group 
(XIV-XVI):

escaped during the hydrolysis, has not been isolated, and we therefore

H
N N

CH CHR
c nh2

C -CH CHR
CH 2

CO CH CHR

CHCH h2o 1 XT c/ H2O
'X Z

xh2
coch3 ch3 N-C.

h ch3
XV a
I

XIV XV b
T

11
V

H 
NT1\

s\/ \
C—CH CRH

11
C-CH3

IIII
- N 4- ch3coch3 ~N + rch=chcoch3

XVI XII XIII

Of these products of hydrolysis only acetone, which may easily have
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regard the condensation of the aldehyde on the methyl group more likely 
than the condensation on the methylene group.

The reaction of aromatic aldehydes with 5,7-disubstituted benzo[b]- 
1,4-diazepines is a base-catalysed reaction, and as shown is the methyl 
groups at C5 and C7 more reactive than the C6-methylene group. Simple 
base-catalysed alkylation (e.<y. with methyl iodide), on the other hand, 
leads to alkylation at C6. In both instances it is the C = N-double bonds 
in the symmetrical structure I which activate a hydrogen atom in the methyl- 
or the methylene group, the anion left after elimination of a proton from
the diazepine existing in tautomeric structures XVII and XVIII

CH3 ch2
N- C N=C'

Z\/ \ iz
II CH ch2

X/\ T /
N=CN=C\

ch3 ch3
XVII XVIII

IV-Methylsubstituted benzo[b]l ,4-diazepines have been prepared from 
A-methyl-o-phenylenediamine and /5-diketones(9). They form, as the 6-un- 
substituted or monosubstituted, X-unsubstituted benzo [b]l,4-diazepines, 
intensely coloured salts with acids, corresponding to the structure III.

Contrary to the base-catalysed substitution acid-catalysed electrophilic 
attack will take place at N1 or at C6.

Substances for which the symmetrical structure I for the benzo[b]l,4- 
diazepine system is assumed are colourless with the exception of the 6-bromo-, 
6-phenyl- and the 6-nitroderivatives, all of which are red coloured substances 
with high melting points (184°, 268° and 361°, respectively). The colour is, 
however, according to Ruske and Hüfner<10>, not due to an unsymmetrical 
structure of the ring-system, but to a “cryptoionic” arrangement XIX:

the absence of NH-groups by IR-spectroscopy. For the third a “cryptoionic”

R R
/

N=CN-C HZ\/ \ Z\/ \. /
+ CHX — 1 II C

XN-Cf VV vN=C X
X = Br, C6H5 or NO2\

R XIX R

For the two first mentioned substances Ruske and Hüfner have shown
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formulation would be XX. Stafford, Reid and Barkek(11) are, on the 
other hand, of the opinion that the properties of this substance are better 
explained by the formulation XXI:

R R 11 R
N-C () N=

Z\/ C H
z\/

< c
\ + o-

+ CH : NC — ! 1! C< + 0 C-N
0-

N ZT N ()-XTN—C c o-
J

R
XX

R
XXI

R

p-Nitrobenzenediazonium ions couple with 5,7-diphenylbenzo[ b 1,4- 
diazepine at C6 (Barlthrop et oZ.<6)), forming a yellow p-nitrophenyl- 
hydrazone XXII or XXIII. Bv IR-spectroscopy the presence of an NH- 
group was established. The colour could therefore be due to the unsym- 
metrical diazepine ring, but as no colour shift takes place when the sub­
stance is dissolved in acid, the phenylhydrazone-structure is more likely 
than the azocompound-structure.

C6H5
N=C\

C=N—NHC6H4NO2

c6h5
XXII

NC6H4N()2

XXIII

Basic strength of the benzo[6] 1,4-diazepines

When the free bcnzo[h]l ,4-diazepines are liberated from solutions of 
their salts by addition of a base the solution remains dark coloured for 
some seconds, but then colourless, crystalline substances spontaneously 
precipitate. When the coloured salts are treated with concentrated hydro­
chloric acid colourless salts with two equivalents of acid are formed. These 
salts are unstable in an atmosphere not saturated with hydrogen chloride, 
the coloured mono-salts being formed spontaneously by splitting off one 
molecule of hydrogen chloride from the colourless salt* 2- 12).

Steimmig*2) and with him all later investigators (latest Lloyd et cd. *12)) 
assume for the colourless substances structure I, for the coloured structure 
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II. I remains symmetrical and thus colourless when two protons are taken 
up, whereas II by addition of one proton is transformed to the resonance- 
stabilised, coloured cation III (see e.g. Vaisman(3)).

No explanation has been given for the colour of the unsymmetrical free 
base II. An explanation may possibly be found, for the free base as well as 
for the mono-cation, when comparing their structure with the structures of 
the cyanine dyes XXIV and XXV<13): por u resonance structures with 
separate charges as in the unsymmetrical cyanines may be written (XXVI):

s S S S
z\z \ z \zz Z\Z \ z \zz

C— (CH CH)n-CH=C 1 (I C=(CH -CH)n=CH-C
\z\+ z \- ZZZ--Z v + ZZZ

N N N N
R R R R

XXIV . Symmetrical cyanines, absorption for n = 0 at 4300 Å.

S 
z\z \

s
z \zz

z\zs\ S 
z \zz

c— (CH CH)n —CH=C — 1 (I C—(CH -CH)n=CH-C
zz\ z \--TZ\Z zz\-z Z+Z\^N N N N

R R
XXV. Unsymmetrical cyanines, absorption for n = 0 at 3700 Å.

H + K
N—C N=C

Z" z z\z \
CH 1 II CH

ZZ\ T y x Ü
N=C N-C

\
R R

XXVI

In all three cases a double vinyl-shift of electrons will transfer one
canonical structure into the other.

Of the two structures I and II the unstable, unsymmetrical structure II, 
according to Schwartzenbacii and Lutz(4) and to Lloyd et alSx2\ is the 
strongest base with a pKa-value of 9.0 in aqueous solution, whereas pKa 
for the equilibrium mixture was found to be 4.5.

The symmetrical structure I is stabilised by the two C = N double bonds 
in conjugation to the aromatic benzene system. For other 1,4-diazepines 
without annellation to an aromatic system the unsymmetrical form is the 
most stable, as shown e.g. for 2,3-dihydro-5,7-dimethyl-l,4-diazepine, 
XXVII and XXVIII (Schwartzenbach and Lutz<4>).
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XXVI1 XXVIII

J c
ch3 H

N-C
ch3

h2c 1I2C "A
ch2 —> 1 CH

h2c h2c

W- c N C
ch3 ch3

Nr. 6

It is seen that XXVIII is stabilised by the — NH — C(R) = CH - C(R) = N- 
conjugation. XXVII is a diketimine, XXVIII a monoketimine-monoenamine, 
and as in open-chain compounds the equilibrium diketimine yt monoketi- 
mine-enamine is displaced still more towards monoketimine-enamine than 
is the displacement towards the ketone-enol structure in /5-diketones, it is 
reasonable to assume that the unsymmetrical structure is the most stable.

This assumption has recently been confirmed by Staab and Vögtle(14>, 
using NMR-spectroscopy. The following signals were found:

b = 7.76 Integrated to one proton.
(5 = 4.40 Integrated to one proton.
ô = 3.42 Integrated to 4 protons, corresponding to 2 methylene groups, 

placed nearly identically.
3 = 1.88 Integrated to 6 protons, corresponding to 2 methyl groups.

Of the two signals given by single protons that at <5 = 7.76 corresponds 
to the NH-group (N1), that at <5 = 4.40 to the ÙCH-group (C6).

For the benzoitjl,4-diazepines Staab and Vögtle found the symmetrical 
structure confirmed by the NMR-spectrum. No signals corresponding to 
NH-groups or a CH-group were found. A signal at <3 = 2.70 was integrated 
to two protons, corresponding to a methylene group (at C6). As the seven­
membered ring is not plane the methylene group should give rise to a doublet. 
At 39° a singlet is found, but at -50° the singlet is broadened, showing a 
slight difference between the two protons.

The monocation of this substance is of course unsymmetrical, but dis­
solved in concentrated sulphuric acid a symmetrical structure is again 
formed, the two NH+-groups giving rise to a signal at <5 = +13.4. Phis signal 
disappears when an exchange of I)+ for H+ has taken place.

We have prepared 5,7-dimethyl-2,3-dihydro-l ,4-diazepines by con­
densation of acetylacetone with cyclopentvlene-l,2-diamine and indanylene-
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1,2-diamine, respectively. A study of the infrared spectrum of 5,7-dimetyl- 
cyclopenta[ô]l,4-diazepine (XXIX) and 5,7-dimethylindano[l,2-b] 1,4-dia- 
zepine (XXX) and the IR-spectra of a series of benzofô]1,4-diazepines has 
confirmed that in the benzo[ô]diazepines no absorption corresponding to a 
NH-stretching is found, whereas in the two “non-aromatic” diazepines an 
absorption at 3240-3210 cm-1 indicates the presence of an NH-group.

h2 H ch3
c H N-C

c/ V
h2c 1 CH

C\
c H N=C

h2 ch3
XXIX

H
h2h n

CH3
C

CH

C
CHa

XXX

Fhe “non-aromatic” diazepines are, therefore, considerably stronger 
bases than the benzo[b]l,4-diazepines. Schwartzenbach and Lutz(4> have 
determined the pKa-value of XXVIII to 13.8, and Lloyd et a/.02) indicate 
for this substance pKa = 13.4.

The existence of two tautomeric forms of 6-mono- or unsubstituted 
benzo[5]l,4-diazepines with very different basic strengths makes it difficult 
to determine the real pKa-value of one of the two forms without knowledge 
of the equilibrium constant of the tautomeric system. Schwartzenbach and 
Lutz<4> have, for the above mentioned estimation of pKa-values, used a 
complicated system of potentiometric measurement of pKa immediately 
after the liberation of the base from its salt, i.e. before the establishment 
of the equilibrium I qi II. They found an initial value of pKa = 9.0, which 
dropped to pKa = 4.5 when the equilibrium had been established. This 
means that the equilibrium in aqueous solution is nearly quantitatively 
displaced towards I, a result which as mentioned above has been corrobo­
rated by spectroscopic studies, both UV, IR and NNIR-spectra.

We found it possible to determine the apparent pKa-value of the equili­
brium system I qA II, using UV-spectroscopy. As mentioned above Barl- 
throp et al.W found that the violet benzodiazepinium ion shows a lowintensitv 
absorption at about 5000 Å, an absorption which the neutral molecule does 
not show. The absorption at a given pH will therefore be dependent on the 
fraction of the benzodiazepine present as benzodiazepinium ion. By measur­
ing the absorption at different pH-values and considering the benzodiaze­
pinium ion as an acid, the free benzodiazepine molecule as the corresponding 
base a plot of I) = log Io/I = e-c-1 against pH will allow the determination
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H +
of pKa of the system I II III (1) = optical density, 10 and I = intensity 

OH"
of the incident and the transmitted light, c = total concentration of (pro- 
lonised and unprotonised) benzodiazepine and 1 the path lentil of light 
through the solution, in cm.

In the first approximation we disregard the equilibrium I II and 
consider only the equilibrium between III and (I+11), i.e. the benzo [b]- 
diazepinium ion and the “benzo[b]diazepine base”. We then have:

(1) pH = pKa + logCb/ca
where Ch is the concentration of the free benzodiazepine, ca the 
concentration of the benzodiazcpinium ion.

( 2 ) C = C b + C a
c being the total concentration of benzodiazepine, calculated from 
the amount of benzodiazcpinium salt weighed out.

(3) pH = pKa + log [(c-Ca)/ca]
which by multiplication of the logarithmic expression with s/c 
gives £ _ g- Ca

c
(4) pH = pKa + log——---  .

£ • (a
C

As ca is the concentration of the absorbing molecules we have

(5) 1) = e-Ca’l or £-ea/c = D/l-c = e’,

s’ thus being the apparent molar extinction coefficient, disregarding that 
only a fraction of the substance present will absorb at the wavelenth con­
sidered.

By introducing (5) in (4) we get

(6) pH = pKa + log [(£-£’)/£’].

By measuring I) at a series of known pH-values (buller solutions) s’ 
can be calculated for the pH-values considered, 1 and c being known. The 
only unknown quantities in (6) are thus pKa and s, the molar extinction 
coefficient of the benzodiazepinium ion. In determining two not inter­
dependent sets of values of pH and s’ and introducing these values in (6) 
2 equations with 2 unknown quantities will allow the calculation of pKa 
and s.

The following procedure was used:
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Phosphate-buITers were prepared according to Bjehkum*15*.  It was 
planned to dissolve the benzodiazepines in these buffer-solutions to a con­
centration of IO-4- IO-5 M, but some of the benzodiazepines were not 
sufficiently soluble in aqueous bullers with pH above 4. We therefore used 
an ethanol/water buffer system with 50°/o (by volume) of ethanol which 
allowed the preparation of solutions of all the benzodiazepines investigated 
up to pH about 14. The pH-values in the ethanol/water system are dif­
ferent from those indicated by Bjebbum for aqueous solutions and had to 
be determined potentiometrically, using a pH-meter calibrated by means 
of the aqueous butler solutions.

a. pKa of 5-methyl-7-phenylbenzo[b]l,4-diazepinium ion.

The absorption of 10-4 - IO-5 M solutions of this compound was measured 
at 5060 Å al 6 different pH-values, e’ calculated for each pH (equation (5)) 
and plotted against pH, see table I and fig. 1.

Table 1.

pH...................
t

8 

Determination of e’ for the 5-methyl-7-phenyl-benzo[h]-
1,4-diazepinium  ion.

1 3 4 6 /

-0.7 0.43 1.57
1.43 1.367 1.343

3.45 4.34 5.83 6.20
1.226 0.905 0.110 0.0594

From equation (6) it is seen that this plot is a titration curve for the 
diazepinium ion, and pKa is thus pH at the point of veering, 4.7.

This graphical method is, however, not sufficiently accurate. More reliable 
results are obtained by inserting in (6) a series of corresponding values of 
pH and e’, calculating the corresponding pKa-values and ascribing each 
pKa-value a weight from 1 to 6 according to how the two points are situated 
on the curve drawn through all the experimental points (fig. 1). The results 
of this calculation are given in Table II.

Table II. Weighted determination of pKa for the 
5-methv 1-7-phenylbenzo[b]l,4-diazepinium ion.

Combination . . . 2-5 2-6 3-5 4-5 4-6 4-7 5-6
8....................................... 1.368 1.366 1.348 1.290 1.232 1.271 1.191
pKa................... 4.63 4.77 4.65 4.84 4.82 4.89 4.85
Weight............... 1 3 3 4 5 5 6
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Fig. 1. Variation of e' with pH.

The average weighted value of pKa is 4.81, of pKb thus 9.19.
The same procedure was followed for determining the pKa for the 5,7- 

dimethylbenzo[ô]l,4-diazepinium ion. Graphically pKa was determined to 
5.55; the weighted values were pKa = 5.76, pKb = 8.24.

The pKa-value for lhe equilibrium mixture of 5,7-dimethylbenzo[6]l ,4- 
diazepine was determined by Schwartzenbach and Lutz<4> to 4.5; for lhe 
unsymmetrical structure II the value was found to be 9.0. As it seems reason­
able to locale the protolytic activity to the unsymmetrical structure, at all 
events in the first approximation, this means than the equilibrium constant 
for the equilibrium I II is 1O~4’5/1O~9,0 = IO4,5.

From the value 5.76 for pKa in 5O°/o ethanolic solution it is seen that the 
equilibrium in this solvent is displaced somewhat, but not much, towards I 
as the equilibrium constant here is 1()_5,8/l 0_9-° = 103'2.
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The spectroscopic method for determining the basic strength of the 
benzodiazepines is more complicated than the potentiometric titration usually 
applied for such determinations. The potentiometric method implies a 
linear dependence between the half neutralisation potentials and pKa, 
which is usually found within certain limits, determined mainly by the 
protolytic activity of the solvent used. In order to use this linear dependence 
it is necessary to know the pKa-values of at least two bases of the type con­
sidered. By plotting the half neutralisation potentials of these two bases 
against their pKa-values the straight line drawn through these two points 
may be used for determining the basic strength of other bases of the same 
type, their pKa-values being the abscissae corresponding to the half neutra­
lisation potentials found when titrating the bases.

We have applied this method for the determination of approximative 
pKa-vaIues of the substituted benzo[b]l,4-diazepines listed in Table III, 
using the half-neutralisation potentials of the substances 3 and 6 and their 
pKa-values found by the spectroscopical method for drawing the line 
illustrating the dependence between half neutralisation potentials and pKa. 
The diazepines were dissolved in acetonitrile (0.1 millimole in 50 ml) and 
titrated with 0.1 TV perchloric acid in dioxan. Table III and fig. 2 give the 
results.

Table III. Half neutralisation potentials and pKa-values of some substituted 
benzo[b]l ,4-diazepines.

The points marked with an asterisk used for drawing the line.

Substance Half neutralisation 
potential (mV)

pKa

1. 5-Methyl-7-(3,4-methylenedioxystyryl)benzo[/>]l,4-diazepine -134 5.2
2. 5,7-bis(3,4-methylenedioxystyryl)-benzo[h]l,4-diazepine . . . -230 4.4
3. 5,7 Dimethylbenzo[6]l,4-diazepine .......................................... - 76* 5.76*
4. 5,6,7-Trimethylbenzo[Z>Jl,4-diazepine...................................... -178 4.8
5. 5,7-Diphenylbenzo[b]l,4-diazepine............................................. -295 3.8
6. 5.-Methyl-7-phenylbenzo[6]l,4-diazepine................................ -180* 4.81*

These residts are only approximate values for at least two reasons:

1). The points used for drawing the line have been fixed by using the pKa- 
values found in 5O°/o ethanol, but the titrations were carried out in acetoni- 
trile/dioxan where the equilibrium constant I II is not known, and as 
shown above the equilibrium is dependent on the solvent.
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Fig. 2. Potentiometric determination of pKa for substituted benzo[/>]l,4-diazepines.

2). Possibly for this reason, possibly for other reasons too, the slope of the 
line pKa = f(HNP) is 100 mV per pKa-unity, whereas it according to Hall<16> 
should be only 59 mV.

Nevertheless, we are confident that they represent the relative basic 
strengths of the benzodiazepines studied. The values found reflect in fact 
the influence expected of the electronegativity of the substituents in the 
seven-membered ring on the basic strength of the substances.

III. Structure of ethyl 7-phenylbenzo[6]l,4-diazepinyl-5-pyruvate, for­
med by condensation of diethyloxalate on 5-methyl-7-phenylbenzo[b]-

1,4-diazepine

Steimmig<2> prepared a pyruvic ester by Claisen-condensation of diethyl 
oxalate on 5-methyl-7-phenylbenzo[ô]l,4-diazepine, using sodium ethanolate 
as catalyst, whereas Veibel and Hhomadko'17) thought they obtained a sub­
stituted 5,8-diaza-benzo[g]azulene when potassium ethanolate was used as 
catalyst for the Claisen-condensation (cf. Veibel and Ilum Nielsen^18)).
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We have confirmed both types of condensation and have discussed the 
results when potassium ethanolate is used as catalyst. Here we discuss the 
results obtained when carrying out the condensation ad modum Steimmig, 
the main difference between the two modi being (1) that ad modum Steimmig 
the reaction mixture remains basic and the product obtained precipitates 
from the basic solution, whereas ad modum Veibel and Hromadko the re­
action mixture is acidified before isolating the precipitate. Besides, there 
are differences in (2) the amount of catalyst used and (3) the temperature, 
Steimmig using 1 mole of sodium ethanolate per mole of diethyl oxalate 
and operating at the reflux temperature of an ether/ethanol mixture 6:1 
(by volume), Veibel and Hromadko using 2 moles of potassium ethanolate 
per mole of diethyl oxalate and operating at the temperature of the ice-box 
(0-2°).

Operating ad modum Steimmig we obtained as he did a yellow precipitate 
with m.p. 150.5-151.5° in 5O°/o yield. This substance is the pyruvic ester. 
When the filtrate from this precipitate was acidified with acetic acid a red 
precipitate, identical with the substance isolated by Veibel and Hromadko, 
is obtained. This red precipitate had not been described by Steimmig.

When water is added to the reaction mixture before filtering off the pre­
cipitate (the potassium salt of the end form of the pyruvic ester) the salt will 
dissolve. When the alkaline solution is left to stand for some time another 
substance precipitates. It was found to be the potassium salt of 3-(7-phenyl- 
benzo[Z>]l,4-diazepinyl-5)-pyruvic acid, from which the free acid could be 
liberated by addition of acetic acid to an aqueous solution of the salt.

Repeating an experiment of Steimmig, who refluxed a methanolic solution 
of the yellow ester for 1 hour, we obtained, as he did, a mixture of yellow 
and violet crystals which could be separated by extraction with boiling 
ligroin, in which the yellow crystals, but not the violet, dissolved. M.p. of 
the violet crystals is 167.5—168.5°.

Steimmig assumed for the yellow ester the structure XXXI or XXXII,

XXXI XXXII

CH2-CO-COOC2H5 CH=C(OH)-COOC2H5
/

=c N-- cz\z
CH2 or ch2

\/\
N= c

\
c6h5 CeHs

for the violet ester the structure XXXIII or XXXIV, 
Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 6. 2
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N (
CH 2 CO COOC2H5

r*

CH C(OH)-COOC2H5
xt r

CH or fY CH

N (p N-
zc

H c6h5 H c6h5
XXXIII XXXIV

other possibilities, not discussed by Steimmig, being XXXV, XXXVI or 
XXXVII.

CII3
N-(

NT /

CH CO-COOC2H5

c6h5
XXXV

C CO COOC2H5

c6h5

or

ch3
N c

N

C=C(OH)-COOC2H5

=c

ch3

c6h5
XXXVI

XXXVII

IR-spectra obtained using potassium bromide technique indicated that 
the yellow ester in the solid state, showing neither OH- nor NH-absorption, 
must be either XXXI or XXXV, the violet ester, showing OH- or NH-ab­
sorption, one of the other structures.

We have tried to exclude some of these possibilities by studying the 
NMR-spectra of the yellow substance dissolved in deuterochloroform. The 
following signals were observed:

1. (5 = 13.2, integrated to 1 proton, not split up.
2. ô = 8.0—7.25, fixed to 9 protons, characteristic for aromatic protons

in o- or monosubstituted benzene nuclei.
3. ô = 6.15, integrated to 1 proton, not split up.
4. ô = 4.50-4.15, integrated to 2 protons (a quadriplet, 1331).
5. ô = 3.50, integrated to 2 protons, not split up.
6. (5 = 1.50-1.25, integrated to 3 protons (a triplet, 121).
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Signal 1 may be OH or NH.
Signal 2 corresponds to the aromatic protons. Their number is fixed to 

9, forming the basis for the calculation of the number of protons cor­
responding to the other signals.

Signal 3 is a single proton at a-C = C— double bond. The neighbouring 
carbon atoms can have no protons as the signal is not split up.

Signal 4 is in the methylene region. As it is split up to a quadruplet it 
must be located as neighbour to a carbon atom with 3 protons.

Signal 5 is at so low a <5-value that it might be an - OCH3 group but its 
size shows that it must be a methylene group. The neighbouring carbon 
atoms have no protons as the signal is not split up.

Signal 6 corresponds to the methyl group in the ethyl radical as the 
triplet indicates a neighbouring group with two protons.

The signals 4 and 6 together correspond to the -COOC2H5 group.
As one and only one methylene group beside the one in the ester is seen, 

the structures XXXI, XXXIV, XXXV, XXXVI and XXXVII must be 
eliminated. The structures XXXV, XXXVI and XXXVII are eliminated also 
because they claim the presence of a methyl group beside the one in the 
ester.

This leaves only the structures XXXII and XXXIII for the yellow ester 
dissolved in chloroform, which means that XXXI will tautomerise to XXXII 
or XXXIII when dissolved.

A peculiar observation was made in connection with the preparation 
of a perchlorate of Steimmigs ester (yellow form). The ethanolic-ethereal 
solution of the ester turned dark on addition of perchloric acid, but the 
perchlorate isolated was yellow. We therefore considered the possibility of 
the formation of a di-perchlorate, but elemental analysis showed the sub­
stance to be a mono-perchlorate.

The IR-spectrum showed differences from IR-spectra of the violet salts 
of other benzodiazepines. No absorption was found at 1460 cur1 or at 
1360 cm-1, but an absorption due to the perchlorate ion (at about 1070 cm-1) 
is visible. Besides, a broad absorption band is seen at about 3000 cm-1.

The absorption at 1070 cm-1 means that the substance has taken up a 
proton. As this does not lead to a coloured cation the conditions for reso­
nance must be different from those in the previously considered benzo[b]-
1,4-diazepine  cations. A structure like XXXVIII might explain both the 
absorption at 3000 cm-1 and the lack of resonance. A hydrogen bonding 
from the enolised carbonyl function to the N4-nilrogen atom is sufficiently 
strong to prevent this atom from taking up the proton which, therefore, is 

2*
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COOC2H5
C

X
CH

C\
GH

N C
Ha c6h5
XXXVIII

taken up by the N^nitrogen atom, forming a grouping — NH2-C . This 
grouping may be responsible for the absorption at 3000 cm-1, which also 
may include an absorption caused by the — O-H ••• N hydrogen bond.

IV. Experiments aiming at the preparation of derivatives of 
4,8-diazaazulenes

Veibel et al/11’ 18) having shown that derivatives of 4,9-diazabenzo[/’]- 
azulene can be formed by a double Claisen-condensation of diethyl oxalate 
on a 5-methylsubstituted benzo [b j 1,4-diazepine, we considered the pos­
sibility of preparing diazaazulenes not fused to a benzene nucleus bv re­
acting a /î-diketone with cyclopentylene-1,2-diamine.

Treibs and coworkersOØ, 20), working on the preparation of azaazulenes 
with N in the 7-membered ring, arrived at the conclusion that owing to the 
greater electronegativity of nitrogen as compared with carbon a nitrogen 
in the 7-membered ring will cause a decrease in the aromaticity of the azulene 
system. Peters (21) has expressed a similar opinion, based on calculation 
of the distribution of ^-electrons, using Hückels L.C.A.O. molecular orbital 
theory.

Treibs et al/19’ 20> 22) succeeded in preparing benzo-monoazaazulenes 
with nitrogen in the 7-membered ring. The compounds showed, as expected, 
considerably less aromatic character than nitrogenfree azulenes. Hafner 
and Kreuder<23> have prepared the unsubstituted 5-azaazulene which they 
describe as a substance stable dissolved in water or in organic solvents. 
As a solid (m.p. 35°), however, it is stable only in an inert atmosphere. It 
is to be expected, therefore, that 4,8-diazaazulenes will be still less aromatic 
and possibly not even stable.

0

II

N

/\ +
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We found it possible to prepare 5,7-dimethyl-l,2,3,3a,8,8a-hexahydro- 
4,8-diazaazulene or 5,7-dimethyl-2,3-dihydrocyclopenta[b]l ,4-diazepine 
(XXXIX), but all attempts to dehydrogenate this compound failed.

CH3 CH;
H H

H2 H N--C h2 H N
\ C/ z\/\/ A

H2ç I %CH 1 II 1—1\
CH

XH N=C H N =(u\
CH

ch3
XXXIX XL

We then tried to increase the tendency to create an aromatic system by 
fusion of the cyclopentylenediamine with a benzene nucleus, using indylene-
1.2- diamine instead of cyclopentylene- 1,2-diamine. Here, too, we suc­
ceeded in preparing a hydrogenated diazaazulene-derivative (XL), although 
in a very poor yield, but as above all attempts to dehydrogenate the com­
pound to the fully aromaticised system failed.

The preparation of the indanylene-1,2-diamine by reduction of indane-
1.2- dione dioxime or its diacetate was extremely difficult. 6 atoms of hydrogen 
per molecule of the dioxime diacetate were easily taken up, but then the 
reduction came to a standstill. We were able to prove by NMR-spectroscopy 
that the substance obtained after uptake of 6 atoms of hydrogen is 1,2- 
diacetaminoindene (XLI). Experimental details are given below, but the 
evidence for the structure of the compound is given here.

A solution of the substance in dimethylsulfoxide gave the following 
signals :

1. ô = 1.65 a double signal with 2 peaks of nearly the same size, cor­
responding together to 6 protons.

2. <5 = 4.15 a single peak corresponding to 2 protons.
3. Ô = 7.50 a single peak corresponding to 4 protons.
4. Ô = 6.50 a single bond corresponding to 2 protons.

For a substance obtained from indane-1,2-dione dioxime diacetale by 
reduction with 6 equivalents of hydrogen the structures XLI—XLIV have 
to be considered.

Signal 1 corresponds to two nearly identical methyl groups without 
hydrogen at the neighbouring carbon atoms, i.e. the two CH3CO-groups.
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NH COCH3
Z \
1 1

H

NH—COCH3
Xz/

h2 nh coch3 H NH COCH3
XI.I XLII

N COCH3 H

H
A \ —NH COCH3

\ / \/ \
(1 '-N COCH3

H, NH-COG 113 h2
XI.III XLIV

Signal 2 corresponds in size and position to a methylene group. As it
is not split up no hydrogen atom can be present at the neighbouring carbon 
atoms. This signal thus eliminates XLII, which contains no methylene group, 
and XLIII, which has a hydrogen atom at one carbon atom neighbouring 
the methylene group.

Signal 3 is easily interpreted as the 4 aromatic protons.
Finally, it must be concluded from signal 4, showing two nearly identical 

protons, that structure XLI is more likely than structure XLIV.
A substance with structure as XLI would be useful for the preparation 

of a diazaazulene-derivative if it could be deacetylated to the diamine. By 
condensation with a /Ldiketone this diamine should produce a 5,7-disub- 
stituted 1,6- (or 1,4-) dihydro-benzo[6]-4,8-diazaazulene (XLV):

N=C
ch3 II

N=(
CH

ch2 CH

N c N (
CHs CH

XLV

We did not succeed in isolating the indenediamine, presumably be­
cause it will immediately tautomerise to l-iminoindane-2-amine which in 
acid solution easily is hydrolysed to 2-aminoindan-l-one<24>. As an a-amino- 
ketone this substance will immediately form a pyrazine-derivative (XLVI- 
IL):
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nh2
=NH -0

1 II l/H H2O
—-> II l/H

-\ \KTTT %/--
nh2 N H2 nh2

XL VI XLVII XLVIII

N H/\/\Z \L__/A

Il 1 1 II 1W ï\
H A

Experimental part

5,7-Dimethvlbenzo[ô]l ,4-diazepine, 5-methyl-7-phenylbenzo[b] 1,4-diaze­
pine, 5,7-diphenylbenzo[b]l ,4-diazepine and the corresponding hydro­
chlorides were prepared according to Steimmig<2> with mp.’s as indicated 
by him. 5,6,7-Trimethylbenzo [ô]l,4-diazepine was prepared both ad moduni 
Barlthrop(6) by methylation ol‘ 5,7-dimethylbenzo[6]l,4-diazepine with 
methyl iodide and ad modum Vaisman<3> by condensation of o-phenylene- 
diamine with 3-methylpentane-2,4-dione, the latter method being preferable 
to the former.

10 g of o-phenylenediamine (0.0925 mole) were dissolved in a mixture 
of 20 ml of ethanol and 10 ml of glacial acetic acid. The solution was cooled 
to 0° and 12 g (0.1 mole) of 3-melhylpentane-2,4-dione were added drop­
wise. A slight rise of temperature occurred and the solution turned cherry- 
red. After 5-10 minutes 50 g of water and ice were added, followed by 30 ml 
of concentrated hydrochloric acid in several portions. Brick-red crystals 
separated and were collected by suction and washed with cold dilute hydro­
chloric acid.

To isolate the free base the salt was dispersed in 200 mi of water and the 
dispersion little by little added to 200 ml of 10°/0 aqueous sodium hydro­
xide. A yellow amorphous solid separated which rapidly changed to white 
glimmering crystals. The crystals were fdtered off, washed with water and 
dried. Yield 12.6 g = 73°/0 with m.pm 77-80° which was raised to 85-86° 
as indicated by Vaisman by dissolving the base in dilute hydrochloric acid 
and reprecipitating it by neutralisation with base.

No doubt the yellow amorphous substance is the unsymmetrical sub- 
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stance corresponding to II (p. 3), the white crystals the symmetrical form 
corresponding to I.

Attempts to prepare 5,6,6,7-tetramethylbenzo[Z>]l,4-diazepine were all 
unsuccessful, 2-methylbenzimidazole being the only product isolated.

Condensation of piperonal with 5,7-dimethylbenzo[fe]l,4-diazepine

Following the indications of Barltiirop et al/6'» 5.0 g (0.029 mole) of 
5,7-dimethylbenzo[6]l,4-diazepine and 4.35 g (0.029 mole) of piperonal were 
dissolved in 150 ml of anhydrous ethanol containing 0.66 g (0.029 atom) of 
sodium. The solution was refluxed for 40 minutes. 50 ml of ethanol were 
then distilled off, the residue filtered when still hot, yielding 0.95 g of a 
substance which after recrystallisation from benzene showed m.p. 261-262°. 
Bartlhrop et al. indicate m.p. 257-258° for a bis-piperonylidene derivative 
of 5,7-dimelhylbenzo[hjl,4-diazepinc.

The filtrate was left for 2 days at room temperature when 2 g of a sub­
stance with m.p. 189-192° were isolated, corresponding to the mono­
piperonylidene-derivative described by Barltiirop et al.

As indicated above (p. 4-7) we disagree with Barltiirop in consi­
dering these derivatives as the 5-methyl-7-methylenedioxystyrene-6-pipero- 
nylidene-benzo[&]l,4-diazepine and the 5,7-dimethyl-6-piperonylideneben- 
zo[5]l,4-diazepine respectively, the structures 5,7-bis(methylenedioxvsty- 
rene)benzo[ô]l,4-diazepineand5-methyl-7-(methylenedioxystyrene)benzo[ô - 
1,4-diazepine explaining better than the first mentioned the products of 
hydrolysis of the substances in question.

Condensation of ethyl oxalate with 5-methyl-7-phenylbenzo[b] 1,4-diazepine

Ethyl 5-(7-phenylbenzo[Z?]l,4-diazepinyl)-3-pyruvate was prepared ac­
cording to Steimmig<2). Yellow crystals with m.p. 150.5—151.5° as indicated 
by Steimmig.

From the acidified filtrate a red substance precipitated. It was by closer 
study found to be identical with the 10-phenyl-4,9-diazabenzo[/’lazulene 
described by Veirel el al.(17,18).

300 mg of the yellow ester were refluxed for 1 hour with 5 ml of methanol. 
The solution turned dark and on cooling a mixture of yellow and violet 
crystals separated. The yellow crystals dissolved in ligroin on boiling, 
leaving the violet crystals undissolved. The violet crystals had m.p. 167.5- 
168,5° Steimmig (Z.c.) indicates m.p. 166-167°.

The structures of these compounds are discussed p. 17-19.



Nr. 6 25

The perchlorate of the yellow ester was prepared by dissolving the ester 
in a mixture of ethanol and ether and then adding an excess of 6O°/o per­
chloric acid. The solution turned dark but deposited yellow crystals with 
m.p. 224-225° (dec.).

Due to the yellow colour the possibility of an uptake of 2 protons was 
considered, but the elemental analysis*  showed the substance to be a mono­
perchlorate.

C H N Cl
C20H19N2O7Cl calc. 55.25 4.40 6.44 8.15

434.8 found 54.72 4.56 6.75 8.05

The structure of the cation has been discussed above, p. 19-20. The for­
mation of the chelate prevents the N4-nitrogen atom from taking part in 
the resonance stabilisation usually leading to the violet coloured benzo- 
diazepinium cation.

Potassium salt of 3-(7-phenylbenzo[6]l,4-diazepinyl)-pyruvic acid 
and the free acid

2.4 g (0.061 mole) of potassium were dissolved in a mixture of 12.5 ml 
of anhydrous ethanol and 8 ml of anhydrous ether. 6 g (0.026 mole) of 
5-methyl-7-phenylbenzo[5]l,4-diazepine were dissolved in the mixture, 
4.5 g (0.031 mole) of diethyl oxalate were added at room temperature and 
the mixture kept the night over in the ice box. After addition of water (100 ml) 
a clear solution was obtained from which after some time yellow crystals 
precipitated. They were filtered off, washed on the filter with ice-cold water 
(which redissolved part of the crystals), dried and then purified by ex­
traction with boiling benzene. After renewed filtration and drying 0.7 g 
with m.p. 225° remained. Elemental analysis indicated a potassium sail 
of the above named substituted pyruvic acid, crystallising with 1 mole of 
water.

could be isolated.

C H N K h2o
Ci8H15N2O4K calc. 59.65 4.17 7.73 10.79 4.97%

362.4 found 58.50 4.27 7.60 11.00 5.09 %

Dried over phosphorus pentoxide in vacuum at 80° 5>.O9°/o of water
were removed.

From the benzene-solution 0.39 g of lhe original benzo 5 1,4-diazepine

* Elemental analyses here and in the following by Mr. Preben Hansen, Chemical Labo­
ratory of the University, Copenhagen.
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2 g of the potassium salt were dissolved in 200 ml of water on the steam 
bath. 1 ml of glacial acetic acid was added. On cooling the substituted 
pyruvic acid precipitated. It was isolated by filtration, washed with dilute 
acetic acid, then with water and dried. M.p. 205°.

with 0.1 N NaOH)

C H N E
C18H14N2O3 calc. 70.58 4.61 9.14% 306.3

306.3 found 70.45 4.81 9.02 % 307 (titration

5,7-Dimethyl-2,3-dihydrocyclopentaffe] 1,4-diazepine

This substance was prepared mainly according to Lloyd and Mar­
shall^5) from cyclopentylene-l,2-diamine and acetylacetone.

For the preparation of the diamine cyclopentane-1,2-dione dioxime was 
prepared according to Cope et aid26') and the dioxime reduced with sodium 
and anhydrous ethanol according to Jaeger and BlumendaC27).

4 g (0.03 mole) of cyclopentane-1,2-dione dioxime were heated to reflux 
with 200 ml of anhydrous ethanol, and then 30 g of sodium, cut into small 
pieces, were added as fast as possible, forming a large ball of molten sodium. 
The solution turned very dark and remained dark when all sodium had 
reacted, but after addition of further 200 ml of ethanol and 20 g of sodium 
a clear straw-yellow coloured solution was obtained.

The diamine was isolated by steam-distillation. First the ethanol and 
then 1 liter of water, containing the amine, was collected. The distillate was 
slightly acidified with dilute hydrochloric acid (indicator methyl red) and 
then evaporated to dryness on a rotating vacuum-evaporator. Yield 3.82 g 
(71 °/0) with m.p. 292°. Cope<26) indicates m.p. 287-290°.

For further identification a dipicrate was prepared and recrystallised 
from aqueous ethanol. M.p. 250° (Cope indicates 233-233.5°). Equivalent 
weight (titration with perchloric acid in glacial acetic acid) 276, calculated 
279.

We tried to obtain the diamine by catalytic reduction of the acetylated 
dioxime according to Vigneau(28) but the result was that ammonia was 
liberated (compare below, indanylidene-1,2-diamine).

5,7-Dimethyl-2,3-dihydroindano|  1,2-bJl ,4-diazepine

For the synthesis of this compound a condensation of indanylene-1,2- 
diamine with acetylacetone presents itself as the obvious procedure. As, 
however, indanvlene-1,2-diamine has not, to our knowledge, been described 
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we had to develope a method for its preparation, and here we encountered 
unforeseen difficulties.

As a natural way for the synthesis we tried the nitrosation of indan-l-one, 
oximation of the resulting indan-1,2-dione monoxime and reduction of the 
dioxime to the diamine (L-LIII).

The first two steps presented no serious difficulties, but for the final 
reduction most of the conventional methods failed.

Indan-l-one was prepared in two different ways from /Lphenylpropionic 
acid, viz. either according to Amagat<29> via the acid chloride, which under 
the influence of aluminium chloride cyclises to indan-l-one, or according 
to Koo(30) by direct cyclisation of the acid by heating it to 70° for 85 minutes 
with polyphosphoric acid. The first method resulted in an overall yield of 
47-48 °/0, the second in a yield of 72 °/0-

Indane-1,2-dione-2-oxiine was prepared according to Levin et aid31) 
by nitrosation of indan-l-one with butyl nitrite. Yield 68.5 °/0 of a product 
with m.p. 206,5-207° (dec.). Levin et al. indicate darkening at 200°.

Indane-1,2-dione dioxime. For the preparation of this compound the 
following procedure was worked out:

35 g (0.5 mole) of hydroxylammonium chloride were dissolved in 300 ml 
of ethanol. 41.3 g (0.5 mole) of anhydrous sodium acetate were added, pre­
cipitating sodium chloride. The resulting suspension was added to a solution 
prepared by heating 54 g (0.35 mole) of indane-1,2-dione-2-oxime with 
500 ml of ethanol to 70-80° with mechanical stirring. The mixture was 
kept at 70-80° with mechanical stirring for 20 hours and then filtered hot. 
The filter-cake was washed with cold ethanol and with water, leaving 26.3 g. 
of a white, crystalline substance with m.p. 211.5-212° (dec.). From the 
filtrate crystallised on cooling 9.3 g with m.p. 204—205° (dec.); total yield 
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35.6 g = 61 °/0. After evaporation of the hitrate to 200 ml followed by ad­
dition of 500 ml of water 23.1 g of a substance with m.p. 190-191 ° (dec.) 
were obtained. It was shown by IR-spectroscopy that this compound mainly 
consisted of the dioxime, but it contained an impurity which was not the 
monoxime.

For purification of the dioxime it was treated with 2 N sodium carbonate 
which removes any monoxime present. The residue was then recrystallised 
from ethanol.

C H N
(LII) C9H8N2O2 calc. 61.36 4.58 15.90 °/0

176.2 found 61.12 4.73 15.72%

Indanylene-1,2-diamine. For the transformation of this dioxime to the 
diamine reduction with sodium and ethanol (see above, p. 26), with lithium 
aluminium hydride and with litanous chloride was tried unsuccessfully. 
With sodium and ethanol a small amount of a substance with m.p. about 
132° (dec.) was obtained. This substance gave a picrate with m.p. 212-214° 
and is possibly the expected diamine (see below, p. 30).

Treated with titanous chloride an equivalent weight of, in 3 experiments, 
29.9, 29.6, and 28.8, respectively, showed that only 6 equivalents of hydrogen 
had been taken up and not 8 as calculated for the reduction to the diamine. 
From the reduced solution a red coloured substance with m.p. 121—127° (dec.) 
not able to form a picrate, was isolated.

We then tried the method recommended by Vigneau(28\ catalytic re­
duction of the diacetate of the dioxime.

In a hydrogenation apparatus for low-pressure hydrogenation 6 g 
(0.034 mole) of the dioxime were added little by little to 80 mi of acetic 
anhydride containing 2 g of anhydrous sodium acetate. The flask was 
heated to 50—60° for some minutes. After cooling to room temperature 
2-5 g of W-2 Raney nickel were added and a hydrogen pressure of 35 cm 
mercury was established. After 110 minutes at room temperature 5.43 
equivalents of hydrogen per mole of dioxime had been taken up, after 190 
minutes 6.4 equivalents. The hydrogenation was then interrupted.

The acetic anhydride had assumed a red colour, and a colourless sub­
stance had precipitated. The colourless substance was fillered off together 
with the Raney-nickel, the adhering red colour removed by washing with 
cold ethanol and the colourless substance separated from the Raney-nickel 
by extraction with boiling absolute ethanol, from which 5.8 g of a substance 
with m.p. 233-236° separated on cooling.
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The red colour was similar to the colour resulting from the reduction 
with titanous chloride where 6 equivalents of hydrogen were used up. If 
in the reduction of the acetylated dioxime the same reduction state has 
been reached, the reduction product has been isolated in a yield of 74°/0.

C H N

di3H14N2O2 calc. 67.81 6.13 12.16 °/0
230.3 found 67.60 6.07 12.07 %

We tried to remove the acetyl groups by acid hydrolysis. 0.5 g of the 
substance were refluxed for 20 minutes with 5 ml of concentrated hydro­
chloric acid. After cooling the acid mixture was extracted twice with 5 ml 
of chloroform to remove impurities, and then a slight excess of 5O°/o sodium 
hydroxide solution was added, producing precipitation of a red, crystalline 
substance which dissolved nearly colourless in chloroform but regained 
the red colour when the chloroform was removed by evaporation. Yield 
210 mg with m.p. 122-131° (comp. p. 28, where a similar substance was 
isolated from the reduction of the dioxime with titanous chloride).

The IR-spectrum of the substance indicated the presence of an associ­
ated NH-group (3278 cm-1), a C = O-group (1710 cm-1) and a CH2-group 
(1428 cm-1). It might therefore be an aminoindanone, resulting from the 
hydrolysis of bis-acetylaminoindene, or a transformation product of the 
aminoindanone, comp, the discussion p. 22—23.

The red substance is insoluble in 2 iV sodium hydroxide but dissolves 
without colour in 4 N hydrochloric acid.

We tried to purify the red substance chromatographically on an alumina 
column, but the compound was decomposed. From 150 mg of the substance 
75 mg of a colourless substance with m.p. 151-155°, insoluble both in 2 N 
sodium hydroxide and in 4 N hydrochloric acid, were obtained. This com­
pound may, too, be one of the products mentioned p. 22.

According to the discussion of the NMR-spectrum of the main product 
from the reduction this is considered to be the 1,2-diacetaminoindene.

Finally we tried to reduce the remaining double bond in the 5-membered 
ring by using a palladium/carbon catalyst as recommended by Hartung<32>. 
The catalyst was prepared as indicated in <33>.

5 g (0.0217 mole) of 1,2-bis-acetaminoindene were dispersed and part­
ially dissolved in 75 ml of anhydrous ethanol (magnetically stirred). 2 g 
of a 10 °/0 palladium/carbon catalyst were added and the mixture hydro­
genated at room temperature at an overpressure of hydrogen corresponding 
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to 50 cm of water. After 15 hours the theoretical amount of hydrogen had 
been taken up.

The catalyst was filtered oil and washed with ethanol and water. Fil­
trate + washings were combined and evaporated in a rotating vacuum eva­
porator, leaving 4.5 g of a colourless substance with m.p. 196-201° which 
on recrystallisation from ethanol could be raised to 209-210°. Yield 2.75 g 
55°/0.

According to the amount of hydrogen taken up the substance should be
1,2-bis-acetaminoindane, and elemental analysis was in agreement with
this assumption.

C H N
i 6O2N2 calc. 67.21 6.94 12.06 °/0
232.3 found 67.05 7.06 12.23%

Indanylene-1,2-diammonium dicldoride, dipicrate and the free indanylene- 
1,2-diamine. 1.5 g of 1,2-bis-acetaminoindane were refluxed with concen­
trated hydrochloric acid for 3 hours. The solution was then evaporated Io 
dryness in a rotating vacuum evaporator. The residue was dissolved by 
boiling it with 10 ml of anhydrous ethanol and precipitated after cooling 
by addition of ether. This procedure was repeated, but elemental analysis 
showed that it was not possible to isolate the pure dichloride in this way.

Hoping that it might be easier to obtain a pure dipicrate a solution of 
the dichloride was added to an aqueous solution of picric acid. A yellow 
picrate precipitated which after repeated recrystallisations from ethanol 
showed m.p. 215-216° (cf. the picrate mentioned p. 28). Elemental ana-
lysis could be interpreted as :1 not quite {iure diipicrate crystallising with
3 moles of water.

C H N
C21H21NgO17 calc. 38.19 3.66 16.97 %

660.5 found 39.25 3.93 16.60 %

The free diamine was liberated from an aqueous solution of 200 mg of 
the dichloride by adding an excess of 2 N sodium hydroxide, extracting the 
alkaline solution with ether, which removed a small quantity of a greenish 
substance, then with chloroform, from which after evaporation 75 mg of a 
nearly colourless substance were isolated, sintering at 139° and being com­
pletely molten at 153-154°.
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5.7-Dimethyl-2,3-dihydro[l ,2-6] indano-1,4-diazepinium perchlorate

We tried to prepare this compound by a method analogous to one in­
dicated by Schwartzenbach and Lutz(34).

0.1 g of indylene-l,2-diamine (m.p. 153-154°) was heated in an oil­
bath for 2 minutes with 5 drops of acetylacetone, after which, with 10 second 
intervals, 4 drops of glacial acetic acid were added. The heating was cont­
inued for 10 minutes.

After cooling the mixture was dissolved in 3 ml of water. On addition 
of 0.2 ml of 6O°/o aqueous perchloric acid a yellowish oil separated. The 
reaction mixture was shaken with 5 ml of ether which caused crystallisation 
of the oil. The crystals were filtered off, washed with a few ml of cold ether 
and dried. Yield 90 mg of a yellowish-white substance with m.p. 164-107° 
which after two recrystallisations from water was raised to 107-169°.

Its composition as the substance wanted was verified by elemental 
analysis.

C H N Cl
C14H17N2O4C1 calc. 53.76 5.48 8.96 11.34 »/0

312.8 found 53.17 5.55 9.04 11.35 o/o

Aromatisation of the partially hydrogenated benzo-4,8-diazaazulene was 
tried, but without success. We examined all usually applied methods for 
dehydrogenation of partially hydrogenated azulenes or azaazulenes with N 
in the 5-membered, ring, vic. chloroanil<35’ 36), sulphur<37\ palladium (com­
bined with cinnamic acid as hydrogen acceptor* 38*),  but without obtaining 
any indication of the formation of a 4,8-diazaazulene.

►
Thanks are due to cand. pharm. Inger Grete Krogh Andersen for 

valuable assistance in taking and discussingjthe IR-spectra and to The 
Technical University for a post-graduate grant which enabled one of us 
(J.I.N.) to take part in the investigation.
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1. Introduction

For a long time it has been difficult to understand the position of low 
lying even parity states in closed-shell nuclei. Several years ago a clue to 
the solution was suggested by Bohr and Mottelson in connection with the 

“mysterious zero plus states”. The suggestion (pointing out the special im­
portance of seeing the low lying states from the stand-point of deformed 
excited states (1)) has been confirmed by recent experiments <2> which show 
that many of the low lying excited states in O16 and Ca40 can be fitted into 
rotational bands. Along this line, several investigations (3> 4) have been made, 
in particular in the interesting work af G. E. Brown*5- 6), how to interpret 
the rotational band structure and in connection with it the low excitation 
energy of the even parity states.

As a first step, Brown considers in his model unperturbed excited states 
with a definite number of particles and holes. These states may be ob­
tained^) from a Hartree-Fock approximation*.  They turn out to be deformed 
in a body-fixed system and thus account for the occurrence of rotational 
bands. The deformation then is regarded as the main reason for the low 
excitation energy of the first excited 0+state in O16. However, excitations 
consisting of pure 2particle-2hole (2p-2h) or 4particle-4hole (4p-4h) con­
figurations would not be able to account for the observed strong electro­
magnetic transitions between the rotational band and the ground state. 
Therefore, Brown (5>6> introduces, in a second step, a considerable mixing 
between a few specific unperturbed excited states and the spherical shell­
model ground state. Of course, this procedure will in general destroy the 
rotational band structure obtained in the first step. The problem then is to 
find a reasonable mixing of unperturbed states, which explains both the 
electromagnetic transitions and at the same time preserves the rotational 
band structure. Because of this restriction, and in spite of the striking success 
of the model, it appears to us that the account for ground-state correlations 
is somewhat artificial and insufficient, and a refined treatment is desirable.

* Actually, in Brown’s model the core deformation is taken into account phenomenologically 
as an important correction.
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Such a refinement should be based on ground-state correlations which 
are known to be particularly important for collective phenomena in nuclei. 
We may expect that the correct ground state has a collective predisposition 
for collective excitations. In other words, the collective correlation which is 
responsible for collective excited states will also be present in the ground 
state as a ground-state correlation. In the phenomenological theory, the 
collective predisposition clearly manifests itself in the zero-point motion. 
Correspondingly, the success of the new Tamm-Dancoff method (NTD) or 
random-phase approximation (RPA) in describing collective phenomena is 
essentially due to the symmetrical treatment of correlations for both the 
excited states and the ground state. In this way the collective predisposition 
is properly incorporated in the theory. This is certainly an improvement 
over the Tamm-Dancoff method (TD) which asymmetrically attributes all 
the collectiveness exclusively to the excited states. For instance, if we just 
consider configurations with a definite number of particles and holes and 
treat them in the TD(7) or (in order to obtain a more clear-cut notion of 
“intrinsic deformation’’) in the Hartree-Fock approximation (3), the resulting 
collectiveness which produces the deformation is entirely ascribed to the 
excited states. But we have seen above that the collectiveness should be in­
corporated in the ground stale as a collective predisposition to produce deformed 
excited states. This collective point of view has been especially stressed by 
Bohr and Mottelson*,  and is the essential stand-point of the present theory. 
Once the corresponding ground-state correlations have been taken into 
account properly, the excited states will become much more “collective’’, 
and both the deformations and the level positions of the excited states will 
be quite different from those obtained by the TD or Hartree-Fock method. 
The importance of such changes for explaining the actual deformations and 
actual level positions has long been recognized (8) ; the effect is often referred 
to as the “deformation of the core by the excited particle’’. This cooperation 
effect of the core is usually discussed in the single-particle picture, where it 
is reflected in the change of the energy difference between the highest occu­
pied and the lowest unoccupied Nilsson level as a function of the deforma­
tion <5> 6). Quantitatively this effect can be seen in the Volkov(9) type calcula­
tions. In O16, for example, the energy necessary to excite a particle pair 
has a minimum for large prolate deformations. From our collective point 
of view, this precisely corresponds to the collective predisposition of the 
spherical ground state to produce deformed excited states.

* See, for instance, the discussion in Congrès International de Physique Nucléaire, Vol. I 
(Paris, 1964) 129.
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The main purpose of this paper is to propose a theory which takes into 
account such a collective predisposition in the spherical ground state and 
to treat the cooperation effect of the core for deformations in the excited 
states in a self-consistent way. Of course, one might try to solve the problem 
by diagonalizing the Hamiltonian in a space which includes enough con­
figurations to describe core deformation effects. However, the straight­
forward approach has two essential defects: (a) the rank of the matrix to 
be diagonalized is too large to get solutions without serious approximations; 
(b) even if we have the exact solution we do not gain any physical insight 
into the nature of excitation. In order to reach a better understanding we 
are forced to extract the basic physical elements from our problem. To 
this end it is useful to invoke the well-known notions of the field-producing 
force and the residual interaction as a guide. The field-producing force 
generates a (deformed) self-consistent field and is well accounted for in a 
Hartree-Fock approximation. By definition, the residual interaction cannot 
be incorporated in a self-consistent field. It is responsible for the pairing 
correlations in the superconducting state and for two-particle (or two-hole) 
scattering correlations in the normal (non-superconducting) state. Usually 
the residual interaction is considered to be unimportant for closed-shell nuclei 
because of the large energy spacing between occupied and unoccupied levels. 
However, we have discussed above that for large prolate deformations (due 
to the field-producing force) the occupied and unoccupied levels come quite 
close to each other. This means that even if the residual interaction is small, 
the interplay between the residual interaction and the field-producing force 
will be of decisive importance. (This is also reflected in Brown’s model where 
the residual interaction gives rise to mixing effects). We may reformulate 
the statement in another way: If, for simplicity, we adopt the “pairing plus 
quadrupole force model’’, then the difference in parity between major shells
prevents the exciting particles from an occupied shell
to the nearest unoccupied shell even if the force is strong. In fact, particles 
can only be excited by the pairing force even if its strength is weak. Once 
particles are excited, however, the quadrupole force will act strongly among 
the excited configurations and efficiently lead to deformations.

Both this picture and the aim of investigating the important interplay 
between field-producing forces and the residual interaction suggest the fol­
lowing two-step procedure: In a first step we diagonalize the residual inter­
action including ground-state correlations, and in a second step we diagonal­
ize the field-producing forces. This gives rise to a new type of ground-state 
correlations which will be shown to exhibit the collective predisposition of 
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the spherical ground state for deformed excited states. The outline of this 
two-step method is presented in section 2 and the details of both steps 
in sections 3 and 4, respectively. In section 5, we extract the basic element, 
which produces deformations in the excited states, from the general solu­
tion of sect. 4. We show, in a succession of generalizations of the costumary 
Hartree-Fock approximation(which leads to deformed excited states), 
how we can get a self-consistent method which contains the core deforma­
tion effect explicity and is an approximation for the method given in section 4. 
In section 6, the theory is applied to electromagnetic transitions in which the 
interplay between the field-producing force and the residual interaction 
plays a decisive role. In section 7, finally, we indicate the application of 
our theory to other problems and summarize our results.

2. Outline of the Theory

It is the purpose of the present section to give a first understanding of and 
additional motivation for our theory. For clarity, we will not use here a 
decomposition of the interaction into a field-producing force and a residual 
interaction, as discussed in the introduction, but rather use a closely related 
subdivision which characterizes various parts of the Hamiltonian by Feyn­
man diagrams. The original point of view will be taken up in section 5.

2.1. Notation and Hamiltonian

Let us consider a closed-shell nucleus and assume its ground state to be 
spherical and normal (i.e., non-superconducting). Adopting the j-j coupling 
shell model for the zero-order states, we can define the particle- and hole 
creation and annihilation operators as

4 = C1 - 0a)('a f 0a(a = |

~ 0 ~ 0a)fa + Øa(a = aa + Øa I

where a denotes the complete set of quantum numbers a = 
and a = denotes the same set except for the projection quantum
numbers.
Furthermore,

11 for levels occupied in the free ground state
10 for levels unoccupied in the free ground state 

(2.2)
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where the free (unperturbed) ground state |0O > is defined by ua|ø0 > = ha| 
0O> = 0. For a basis of stationary states it is possible to build the entire 
treatment on real quantities if the phase convention is suitably chosen. 
In the following, we always assume this to be the case. The Hamiltonian can 
be written as

H = Ho + Hint
= 2(40) = 2£a:cJca:

a a

= baba)
(X

^int — 2 l,ocßyö •( a c ß ('ôcy •
aßyö

where the symbol : : denotes the normal product with respect to particles 
and holes, and z is the chemical potential. The potential matrix element 
has the symmetry properties

l’aßyö Vßayö l><xßöy ^yötxß- (2-4)

2.2 The Matrix Elements of the Interaction

In order to discuss the various parts of the interaction //int we divide 
the Hamiltonian (2.3) in the following way:

where
.H — Ho + Hpp + Hhh + Hph + Hv + HY, (2.5)

pp 2 uocßyö(t<x (lß aôay 
aßyö

H hh ~ 2 l)ocßyäboc bß böby 
ocßyö

^ph — 4 2 V<xßyö(l<x bö aybß
xßyö

11V = 2 ^ßyö(ßiaßböby + WßWy) 
xßyö

11Y = 2 2 .
aßyö

+ axbÖbfbß + böbabßny\

(2-6)

Each matrix element is represented by one of the diagrams in fig. 1. The 
first three parts, Hpp, Hhh and Hhp, conserve the number of particles and 
holes and therefore are the onlv ones considered in the Tamm-Dancoff
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Fig. 1. Graphic representation of the matrix elements of the interaction. Lines with arrows 
pointing upwards indicate particles, lines with arrows pointing downwards indicate holes. Each 

diagram includes both the “direct” term and the “exchange” term.

calculation or the Hartree-Fock approximation for a fixed number of 
particles and holes. The part, Hv, introduces ground-state correlations 
and is discussed in the following subsection. Finally, the part HY will be 
neglected in our treatment. This is equivalent to the assumption that only 
the excitations with an even number of particles and even number of holes are 
important for a description of low lying even parity states in closed-shell nuclei. 
The assumption may be justified by the following arguments, (a) Among 
the 2 ha> excitations the 2p-2h configurations offer by far more coupling 
possibilities than the lp-lh configurations. Since a strong collectiveness is 
necessary to produce the deformed excited states, the space of all 2p-2h 
configurations will be of main importance, (b) Calculations (7> 10) for O16, 
using the Tamm-Dancolf approximation for lp-lh and 2p-2h configurations, 
have failed to explain the electromagnetic transitions between the lowest 
excited states of even parity and the ground state. The calculated transition 
probabilities are by orders of magnitude too small. This means that the 
eflect of lp-lh configurations would be of less importance compared with 
the eflect of ground-state correlations for the low lying even parity states 
in O16.
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2.3 A Two-Step Method

As has been indicated in the introduction, it is our aim to take the ground­
state correlations properly into account and to investigate the important 
interplay between the field-producing force and the residual interaction. 
This has to be done in two distinct steps. G. E. Brown, in his model (5’6), 
first treats the effects of the field-producing force on the excited states and 
afterwards incorporates, to some extent, effects of the residual interaction in 
the mixing of the deformed states. Such a procedure deals with the effects 
in the order of their importance; however, it encounters two intrinsic dif­
ficulties. (a) The unperturbed states obtained in the first step by a Hartree- 
Fock method will belong to different deformations. Thus (unless one uses 
the SU3 model instead of the Hartree-Fock procedure), the unperturbed 
(deformed) states will not form an orthogonal set which, however, is re­
quired in order to treat the collective ground-state correlations properly, 
(b) Even if the problem of orthogonality did not arise, the incorporation 
of the residual interaction would destroy the rotational band structure 
obtained previously. To avoid such difficulties, we start from the excitation 
mechanism and treat the effects of the residual interaction in the first step. 
For a normal ground state in closed-shell nuclei, these effects will lead to 
2-particle (or 2-hole) scattering correlations described by the following 
linearized relations:

[//, rza ] 2(.^b<xßyöay aô + ^aßyöböby) (2.7 a)
yô

[H,babß] = 2(Maßyöbybö + M'otßyöaöay)> (2-7b)
yô

where the coefficients M and M' depend only on the part Ho + Hpp + Hhh + Hv 
of the Hamiltonian (2.5). The equation of motion corresponding to the 
approximation (2.7) is solved by introducing certain eigenmodes (or elemen­
tary excitations) which consist of a correlated particle pair, A+, or a corre­
lated hole pair B+. The correlated pairs (virtual Cooper pairs if J = 0) are 
represented schematically in fig. 2 together with the corresponding ground­
state correlations. It is important to note that in constructing the pair scat­
tering modes we have taken into account the interaction Hv at a stage where 
it is still easy to handle without severely reducing the dimension of the 
space in which the interaction is diagonalized as it is done in Brown’s model.
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Fig. 2. Schematic representation of pair scattering modes for a particle pair A+ and a hole 
pair B+. To lhe right: the corresponding ground-state correlations for the ground state |0'o >. 
The states A+ B+ |ø'o > will, in the following, often be called “2p-2h” states where the quota­
tion marks indicate that also 4p-4h, 6p-6h, . . . amplitudes (in the sense of the TD method) 
are admixed. The correlations will be called “pair scattering ground-state correlations” due to 

the residual interaction.

In the second step we diagonalize the particle-hole interaction*  Hph by 
using another linearized relation

— 2d- A^vnoAqBo) (--8)
OCT

which gives ns new and very complex correlations. They are indicated in 
fig. 3 with broken lines symbolizing correlated pairs of the type shown in 
fig. 2. 1 he formal resemblance with the correlations known from the or­
dinary RPA for the “lp-lh” problem suggests the appearance of new collec­
tive effects. The new ground-state correlations may be called ground-state 
correlations due to the field producing force. They exhibit the collective pre­
disposition of the ground state for deformed excited states.

It should not be concealed here that these results can be derived only

* The main source of deformation in the excited states of closed-shell nuclei will be the 
repulsive particle-hole interaction (corresponding to an attractive particle-core interaction). 
This interaction forces, for example, the particles to the poles of the core if the holes are con­
centrated in the equatorial plane, so that particles and holes contribute to the deformation with 
equal sign. In the SU3 model, this corresponds to lhe fact that the lowest 2p-2h states in 
O16 are those with maximum weight, namely with the SU3 representation (42). These states 
have the particles along one axis and the holes in the plane vertical to this axis. For details, 
see Lhe discussion at the end of sect. 4.1.
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Fig. 3. Correlations introduced by the particle-hole interaction Hph or by the field-producing 
force. The broken lines represent pair scattering modes: for a “particle pair” A+ if the arrow 
points upwards, for a “hole pair” B+ if the arrow points downwards. The diagram (a) is a typical 
graph taken into account in the ground state, the diagram (b) is typical of the graphs included 

in the description of a “dressed 2p-2h” system.

at the expense of giving up the Pauli principle between particles and holes 
belonging to different correlated pairs. Still, the Pauli principle is accu­
rately taken into account as long as we are dealing with a 2p-2h system in 
the sense of the TD method. (For details, see section 3.3). In this respect our 
approximation is superior to the case in which the “particle-hole” pair is 
coupled to a unit, so that the Pauli principle is neglected even for a 2p-2h 
system in the sense of the TD method.

2.4 A Self-Consistent Approximation

In order to show that the solutions of our two-step procedure describe 
indeed deformed excited states, we propose a new self-consistent approxima­
tion which treats the cooperation effect of the core deformation in a self- 
consistent way. The conventional Hartree-Fock approximation for the 
excited states (3) is obtained as a special case of our generalized self-consistent 
method if we neglect ground-state correlations and thus the effect of the core 
deformation.
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3. Pair Scattering Correlations

In the preceding section we have shown that it is convenient to treat the 
particle pair (and hole pair) scattering correlation before entering the full 
complexity of “2p-2h” (in the NT1) sense) or even higher excitations. In 
the present section we turn to the construction of these pair scattering modes 
and to the discussion of their properties.

3.1 The Equation of Motion

We define the operators for pair scattering eigenmodes by

CP = + (3.1)
ocß

with
V>(aß) = - ^(/?a) and ^(a/3) = - y^ßoc), (3.2)

where
/z = {N,JM,TZ}, m = {N,J,T}

characterize the pair by the angular momentum J and its projection M, the 
isospin T and its projection Z, and a set of additional quantum numbers 
N. We start with the following linearized relation in the NTD approximation:

[H, ClixCiß] — 2 (lô + ^aßyö^ö^y)

+ + , , , (3.3)
[77, t>xbß] — ZC^aßyöby + ^aßyöaöay\

yâ

The matrices M and M' are obtained by taking the appropriate matrix 
elements of eq. (3.3) with respect to the unperturbed ground state and 
2p-2h states. It is clear that only Ho, Hvp, Hhh and Hv out of the Hamil­
tonian (2.5) contribute to the matrix elements M and M’. The correlation 
amplitudes ip^aß) and <p„(aß) (taken as real) are now determined as the 
solutions of the equation of motion

(3.4)

Using eq. (3.3) one obtains two coupled eigenvalue equations for and tp 
which can be written in the compact form

wm^^ß> = 2{deJ + + 2^yô}(l (3-5)
yô
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by using the convenient notation

¥>(«£) = C1 -
V/Ärf) = °a°b ^^ß\

(3-6)

where 6a is defined in eq. (2.2).
The vanishing of one of the eigenvalues o>m would indicate an instability*  

of the normal ground state(11), but according to our assumption of a normal 
ground slate we neglect this possibility. Equations of the structure (3.5) 
have been discussed previously in connection with the “independent pair 
model including the hole motion” <12) and (for the special case of J = 0) in 
connection with the “pairing vibration” <13> 14).

* In that case we have a superconducting ground state so that we should make the Bogo- 
liubov transformation.

3.2 Properties of the Pair Scattering Modes

The secular matrix of eq. (3.5) can formally be considered as Hermitian 
provided we adopt an indefinite metric expressed by the following ortho­
normality relation da, 13).

(3-7)

where the sign function sfl is defined by

If none of the eigenvalues wm vanishes we also have the completeness 
relation

S^X^X^X?^) = i(öxyößö - ôaô(5^)(i -oa- ø&). (3.9)

It is now convenient to distinguish the operators of the pair scattering 
eigenmodes according to the sign s„ of the corresponding energy eigenvalue. 
Therefore we define, in formal analogy to eq. (2.1) for the fermion operators, 
the pair operators
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+ = if (>)m > 0

if < ()
(3.10) 

c = P/z if Mm > 0
" b; if < o.

The physical interpretation of the operators defined in eq. (3.10) is the fol­
lowing. The operator Aß is the creation operator for a correlated particle 
pair: This means At creates two particles with the large amplitudes 
V>(aß) {for Mm > ()} and annihilates two holes with the small amplitudes 
Ç2^(a/J) {for com>0}. The operator Bß is the creation operator for a correlated 
hole paii’. This means that Bß creates two holes with the large amplitudes 
(p.ßaß) {for Mm < o} and annihilates two particles with the small amplitudes 
^(aß) {for corø<()}. In the absence of ground-state correlations, Aß and Bß 
are identical with the operators which create an exact 2-particle eigenstate 
and 2-hole eigenstate in the TD method.

The definition and physical interpretation of the creation (annihilation) 
operators Aß(Afl) and for correlated pairs enable us to define a
new ground state |0p > by requiring

^|ø;> - - 0. (.3.11)

Clearly the new ground state now contains correlations due to the inter­
actions HpP, Hhh and Hy. Il is a mixture of Op-Oh, 2p-2h, 4p-4h, etc. excita­
tions in the sense of the I'D method. Thus the diagrams considered in the 
ground slate and the “2p-2h” excited states (in the NTD sense) are all 
diagrams of the type given in fig. 2.

3.3 The Physical Meaning of the Approximation

We want to use the pair scattering modes as a new basis of the theory 
and so it is necessary to discuss the physical implications of our approxima­
tions. For definiteness, we restrict ourselves in the following to a “2p-2h” 
problem*  (in the sense of the NTD method, thus including 4p-4h, 6p-6h 
excitations, etc). The New Tamm-DancofT method on which the present 
theory is built and which allows to describe the collective predisposition of 
the ground state has two important consequences.

* It is in principle possible(16), however, to extend the theory to a “4p-4h” problem if it 
should turn out that a simple “2p-2h” description is not adequate for O16.
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(a) The Pauli principle is violated between identical fermions belonging to 
different 2p-2h pairs. Writing down the linearized relation (3.3) implies, 
for consistency, that the commutation relations for fermion pairs reduce 
to Bose commutation rules. In other words, the 2-particle pairs aß and 
2-hole pairs by b?*  are approximated by quasi-boson operators

- Kß with = -2$a 1

by b J -> 23^ with 23^3 = - I

which satisfy the boson commutation relations

^y2<52-l = ^yiya^<5i<5a —

Kß, = lKß> ^yô] = 0.

(3.13a)

Due to eqs. (3.1) and (3.10) these 
known boson commutation relation 
and B+

t-v -V] - y-

relations are equivalent to the well- 
for the correlated pair operators Aß

(3.13 b)

Now it is clear that, within the subspace S composed of the unperturbed 
ground state and all unperturbed 2p-2h excited states in the TD sense, there 
exists the following one-to-one correspondence between the fermion space 
and the boson space:

I'M l®o>> 
and

aja/f&y *41^0  > 35 Ia^> *->  ^iß^yö\^o» \aßyö», 

where |0O>> is the unperturbed ground state in the boson space defined by 
3^1 ®o» - ®yd|0o » = 0. Thus it is easily seen from eq. (3.12) that the 
Pauli principle is rigorously satisfied in a 2particle-2hole system even though 
it is treated in the boson space.

(b) As a second consequence of our NTD method (to keep the consistency 
with the determination of the matrix elements M and M' in (3.3)), we 
observe that all occurring matrix elements of physical one-body or two-body 
operators T are entirely restricted to matrix elements taken within a sub­
space composed of the unperturbed ground state and the unperturbed 
2p-2h states. This, however, is just the subspace S in which the Pauli prin­
ciple is not violated by the use of eqs. (3.13).

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 7. 2
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Thus it is possible to give a rule how to transcribe any physical operator 
T given in the fermion space into an operator t defined in the boson space <15k 
The new operator T has to be constructed such that within the subspace 5

I a2^2?/2^2/'> — < al/^171^1l 7 I a2/î2y2^2> 

«0OI 7’|a^y<5» = <ø0|T| aß/<5> 
«a/?yô|f|0o» = <<*ßyö\ T|øo>.

(314)

Since all matrix elements which occur in the NTD method are taken with 
respect to states belonging to the subspace S, we can regard the operators 7° 
as the effective physical operators in our NTD method. Clearly, if we neglect 
ground-state correlations, then, according to construction, all results obtained 
with the operator T in the NTD method are identical to the results obtained 
with the operator 7’ in the TD method.

3.4 The Expansion of Physical Operators

The preceding subsection provides us with a firm basis for expanding 
various physical operators in terms of pair scattering modes. The first task 
is to express the creation operator for two uncorrelated particles or holes 
in terms of pair scattering modes. This is easily achieved with the help of 
the completeness relation (3.9), and the result is

f,ß ^aß 

b(x bß

= 2(1 -0a-

= 2(l-0a-00)S^(a^C;.
A*

(3.15)

The next problem is to lind the effective physical operators which are con­
sistent with our NTD approximation. As an example, let us consider a 
physical one-body operator £ :

Then, the rule (3.14) easily gives us the transcribed operator

2~aß •c a cß ■ 2 ^ß ^a (la ß (lß^a)‘
aß aß

(3.16)

which is equivalent to the replacement

aß y
(3.17)

(la^ß 2?£y% and bfibx -> 2^^/^ay 
y y

(3.18)
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In order to get the expansion of one-body operators (3.16) in terms of pair 
scattering modes C+ and C, we have now only to insert (3.15) into (3.17). 
As an application of the resulting expansion, one can easily find that the 
total number operator of our system

91 = 2caca = 2(aaaa “ ^a^a) + total number of particles in the system (3.19) 
a a

is expanded as

9i = - Bf( Bfl) + total number of particles in the system. (3.26)

Similarly, the ^-component of the angular momentum operator

J = T<^\J^ß>0ab0TxTö-cacß- (3.21)
' aß ' aßt

with

<« I I > ^b = <Å 1 ™ßBI ja ma > [jaUa + 1 Hb
is expanded as

= 2(?l^/zl °y^rs^z z (-^ A<j ~ Kg Bq) (3.22)
Q(J y

with
<el^k>«rs - <JsiMrfurA/8>|/jy^+T)a„.

The formal analogy to the usual expressions in the fermion space indicates 
the usefulness and, in fact, the simplicity of the expansion in terms of pair 
scattering modes.

3.5 The Expansion of the Hamiltonian

The rule (3.14) also enables us to expand the Hamiltonian in terms of 
pair scattering modes. Each term (2.6) in the decomposition (2.5) of the 
Hamiltonian can be transcribed into the boson space. The result is

^0 A) ~ l2(£a + £b)(9laJg?ïa^ - ^aß^aß) 
aß

(3.23 a)

Hpp ^pp = 2 ^aßyö^-aß^yö 
aßyö

(3.23b)

Hhh ^hh = 2 Vaßylffiaß^yö 
aßyö

(3.23c)

Hv HV =2 uaßyö(^aß^Öy + ^aß^öy) 
aßyö

(3.23d)

2*
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Hph -> Hpa = - 4 2^20,2^ <3-23e>
ocßyö e <p

HY 0. (3.23 f)

As has been discussed in section 2.1, the operator IIY does not contribute 
in our approximation where only states with an even number of particles 
and holes are considered. This is shown once more in eq. (3.23f).

Remembering that the pair scattering modes were constructed to take 
into account the interaction terms Hpp, H^n and Hy, we calculate the com­
mutators

ß?o> Kß] and töo» ®iß\
where

$o = + Hpp + + ^v- (3-24)

Using eqs. (3.13) and (3.23) we regain the equations (3.3) which had 
been the starting point in constructing the pair scattering modes. Corre­
spondingly one obtains for the expansion

- /y«,.)- (3.25)

This confirms once more the internal consistency of the transcription rule 
(3.14) with the linearization approximation (3.3).

So far the particle-hole interaction has not been considered at all. But, 
in the following section, it will be of great importance as the source of new 
ground-state correlations which reflect the collective predisposition of the 
ground state for deformed excited states. The desired expansion in terms 
of pair scattering modes is obtained by inserting (3.15) into (3.23e). This 
leads to

U» - 2 WcUe6'<A+- <3-26)
[IVQO

Now it is convenient to rewrite Hph as a normal product (symbolized by • '; ) 
with respect to the operators A4 and B+. The necessary contractions give us 
a renormalization of the single-pair energies a>m which should be determined 
in a self-consistent way. Here we assume for simplicity that the renormaliza­
tion is already incorporated in the definition of com. So we can write

llph ~ 2 : : (3.27)
[A.VQG

where the transformed potential matrix element has the symmetry
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y = V' [IV O (J ’ QO/XV

and is explicitly defined by
(3.28)

V
' [iVQQ - 64 2' 2' VaßyösfisvsQs^^YIf^y^Xf/v(<ß(p^o^(p) 

ocßyö eq)
(3.29)

4. Interaction Between Pairs

In the preceding section, a new basis system has been constructed which 
consists of pair scattering modes for particles and holes. The properties of 
these modes have been investigated, and it has been shown how to express 
all operators of physical interest on the new basis. After this preparation we 
can turn to the proper aim of the present work, namely the collective descrip­
tion of even parity states in closed-shell nuclei. The present section, therefore, 
is devoted to the formal solution of the problem, whereas the following sec­
tion will show where the deformations in the excited stales come in.

4.1 The Hamiltonian in Terms of Pair Scattering Modes

Using the expansions (3.25) and (3.27), we can write the Hamiltonian of 
our system in the form

H — + Hph (4.1)

In analogy to the procedure of section 2.2 we now decompose the Hamil­
tonian in various terms

H — + Qpp + ^hh + Qph 4 fyy + Qy,

where .*p 0 is given in eq. (3.25) and

Qpp 2

= 2 Vp.vQ'jBp'Bv BqBq 
[À.VQO

[IVQ6

= 2 ^{^^5+3+

(4-2)

(4.3a)

(4.3b)

(4.3c)

(4.3 d)
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Fig. 4. Graphic representation of the matrix elements arising from the particle-hole inter­
action or the field-producing force. The broken lines indicate pair scattering modes, for a “particle 

pair” if the arrow points upwards, for a “hole pair”, if the arrow points downwards.

Finally, contains all possible matrix elements analogous to Hy in (2.6). 
If we graphically symbolize a correlated pair by a broken line, we can 
depict in fig. 4 the matrix elements of each part of the particle-hole inter­
action Hph by diagrams which are formally similar to those of lig. 1. In 
order to illustrate the physical meaning of these new diagrams, typical 
graphs contributing to ^ph and are shown in fig. 5 in the conventional 
representation. From the structure of defined in eq. (3.29) it is seen 
that, in the absence of ground-state correlations due to pair scattering (see 
fig. 2), only the first term in (4.3 c) survives among all the terms occurring in 
(4.3). This term is represented in fig. 5(a). Ils significance will be discussed 
in section 5 in connection with deformations for the excited states. The 
appearance of diagrams of the type indicates that the interaction between 
pairs introduces a new kind of ground-slate correlations, which will be shown 
later to describe the collective predisposition of the ground state for de­
formed excited states.

Here, it should be pointed out that the interplay between the effect of 
the field-producing force and the effect of the residual interaction is especi­
ally important in producing this new type of ground-state correlations. This
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(a)
Fig. 5. Typical diagrams in the conventional fermion representation which contribute to the, 
term Hp/t decomposed in fig. 4. The diagram (a) occurs, for example, in $[)h, and (b), for example, 

in

is most obvious in the limit where the pair scattering ground-state correla­
tion due to the residual interaction vanishes. Then the new correlations 
due to the field-producing force, Hpn, vanish as well.

At this point it might be appropriate to discuss a shortcoming of the 
present treatment in the two-step method. With the aim of taking into ac­
count the “residual interaction effect” in the first step, we have split the 
Hamiltonian into Hpp + Hnn + Hy and HPh, and then have diagonalized 
Hpp + Hnh + Hv only in the subspace of two particles and in the subspace of 
two holes (including pair scattering ground-state correlations). In the second 
step, HPh was taken as the field-producing part of the interaction, which 
acts between different pairs. As a result, those parts of HPP and 7/*̂  which act 
between different pairs have been neglected. Physically, this means that the 
neglected field-producing (i.e., long range) parts of Hpp and ///,/; are assumed 
to be unimportant compared to Hpn. Indeed, if we considered a “2particle- 
2hole” system (in the NTD sense), the parts discarded in HPP and J/ää would 
enter only via ground-state correlations, in contrast to Hpn. Thus, their influ­
ence*  would presumably be very small compared with the influence of HPh. 
Moreover, the main source of deformations in the excited states of closed- 
shell nuclei will be the repulsive particle-hole interaction (corresponding to 
an attractive particle-core interaction). This interaction forces, for example,

* In model calculations it turned out that the interaction (£/*»)  between particles (holes) 
belonging to different pairs was not at all important for the deformation obtained. See also the 
arguments at the end of sect. 5.3. 
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the particles to the poles of the core if the holes are concentrated in the 
equatorial plane, so that particles and holes contribute with equal sign to 
the deformation.

To avoid the above shortcoming of our treatment, it is useful to divide 
the interaction into the residual interaction (with a short range) and the 
field-producing part (with a long range). In this case, the first step of our 
treatment corresponds to the diagonalization of the short range force, and the 
long range force then gives rise to the deformations in the excited states and, 
at the same time, to the collective ground-state correlations discussed above. 
The only formal change which results from this decomposition of the Hamil­
tonian is to modify the definition of the interaction matrix elements 
in (3.29) by dropping the restriction on the summation, i.e.,

v^Q(y = -64 2 
aßyö e(p

Thus, the field-producing parts of Hpp and Hhh are fully included in the 
Hamiltonian (4.2). It is unnecessary to say that the original division (2.5) 
of the Hamiltonian has been chosen simply because it is more clear-cut 
from the formal point of view.

4.2 Collective Modes in the Excitation of Closed Shells

In order to investigate the collective modes due to the field-producing 
force we start from the following linearized relation:

[h,a+b;-\ - + N'maAQBa). (4.5)
QO

By taking the appropriate matrix elements of eq. (4.5) with respect to the 
(unperturbed) eigenstates of £>o, it is seen that the coefficients N and N' 
contain only matrix elements of §o, fyph and In this approximation we 
can define the creation operators of eigenmodes (or “phonons”) for even 
parity excited states of closed-shell nuclei as solutions of the following equa­
tion of motion :

[H,AŸJ = with > 0, (4-6)
where

(4-7)
fiv

with
2 - {L,IM,TZ}, I - (4-8)
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Here, A means the set of quantum numbers composed of the angular mo­
mentum I and its projection M, the isospin T and its projection Z and, 
finally, a set of additional quantum numbers L necessary for a complete 
specification of the “phonon”. Correspondingly, I stands for the set A with 
the exclusion of the projection quantum numbers M and Z. From eq. (4.5) 
one obtains the eigenvalue equation for the functions an<4
(taken as real) :

= 2 ~ ^Qcr/LLV VåCQG)}
e° , (4.9)

QO

Eq. (4.9) has the same structure as the well-known equations for “1 particle- 
1 hole” excited states in the RPA, and thus we have the usual orthogonality 
and completeness relations

with

/uv

= ôfioôvO

- ^(z^)b(e^)} = o
a

(4.10a)

(4.10b)

E»z > 0.

From these relations we get immediately the inverse expansion to eq. (4.7)

A^Bv = 2(b(^)Aï “ %(^)A2>-
2

(4.11)

We are now in a position to define the new ground state for closed- 
shell nuclei by

XÂ|¥'„> - 0 (4.12)

and similarly the excited even parity states of closed-shell nuclei by

i^> = w (4.13)

It is clear from these delinitions that both ground state and excited states 
contain very complex correlations, namely all diagrams of the type indicated 
in figs. (3 a) and (3 b).
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In order to understand the physical significance of these ground-state 
correlations, let us first see what happens if we neglect them. (This also 
means that we neglect the ground-state correlations due to the residual 
interaction). In that case the linearized equation (4.5) reduces to the equa­
tion of the TD method for a 2p-2h system. As an approximation to the TD 
method one may use the Hartree-Fock approach which is known to 
yield intrinsically deformed 2p-2h states and a spherical ground state. Let 
us now gradually switch on the ground-state correlations and correspond­
ingly treat the problem in our NTD method. This procedure will gradually 
decrease the energy of the excited states. Al the same time it will leave the 
excited states deformed and the ground state spherical, until, with increasing 
interaction strength, the smallest excitation energy (i.e., the lowest L)) passes 
through zero. Then the spherical ground state becomes unstable and under­
goes a phase transition into a deformed state.

Although the physical ground state is spherical, it has a collective pre­
disposition to produce deformed excited states due to the symmetrical treatment 
of ground state and excited states in our NTD method. This is in contrast to 
the “lp-lh” problem in the usual RPA, where a spherical (deformed) 
ground state is always associated with a spherical (deformed) excited slate. 
The difference is that a pure 2p-2h excitation is intrinsically deformed by 
itself. The bare deformation of the 2p-2h excitation has a further conse­
quence: Due to the ground-state correlations the “dressed 2p-2h” excited 
states defined by (4.13) possess a “dressed” deformation which includes, 
and is amplified by, the cooperation effect of the core deformation.

5. Deformation of the Excited States

In the preceding section, general solutions were obtained in a spherical re­
presentation, so that the deformation of the excited states would only mani­
fest itself in a rotational band structure. In this section, however, we want 
to set the deformation into evidence more directly, using a sequence of 
successively generalized self-consistent field methods. For simplicity, we 
adopt a separable field-producing force. Starting from the conventional 
Hartree-Fock approximation <3\ we easily see how to generalize the method 
in order to take into account the residual interaction. A final generalization 
treats the full core polarization due to the collective ground-state correlations 
in a self-consistent way. This turns out to be an approximation to the general 
solutions of section 4, thus explicitly demonstrating their deformed nature.
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5.1 A Separable Field-Producing Force

In order to see the origin of the deformation in the excited state more 
clearly, it is convenient to divide the interaction into the field-producing 
(long-range) part and the residual interaction (short-range part). For sim­
plicity, we furthermore assume the field-producing force to be separable:

Hf = ~ t2 Xl'-QlmQlm'- » (5-1)
LM

where QLm is given by

Qlm = (5.2)
aß

With the aid of the rule (3.14) and eq. (3.15), the operator QLM is expanded 
in terms of pair scattering modes as

Qlm = 2(/' I QlmIv) ■ ’ (5-3)
/IV

where
= 4 2 - 0C)sv^v(M‘ (5.4)

aßy

Thus, one may write down the field-producing force in terms of the pair­
scattering modes in the following form:

44/ = ~ 1 2 Zl : Qla/Qlm : • (5-5)
LM

For later discussions it is convenient to divide Qlm an^ Hf into the following 
parts :

Qlm = Qlm + Qlm >

Hf = +^(2) +^(3)}

ftd) - _ ± y v : Ö(1> O(1) + : 
" ~ 2 Zzl - \!lm^lm ■

LM

ft (2)   I y v : o<2) 0(2) + : 
'V _ 2 2-, Xl • VlmVlm ■

LM

LM

where
oa - S(^IQ£M1”)(AX + B,+B^)

p,v

[IV

(5-6)

(5-7)

(5-8)
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The term <S?(3) in eq. (5.7) corresponds to in eq. (4.2) which has played 
no role in constructing the collective excited states discussed in sec. 4. For 
consistency, we therefore discard §(3) in the following. It should be noted 
that, in the absence of pair-scattering ground-state correlations, only ()^ 
and $(1) survive. This is easily seen from the structure of (/u\QLM\v) ‘n 
eq. (5.4).

5.2 An Extension of the Hartree-Fock Approximation

The origin of the deformation in the excited states can be traced most 
clearly using the self-consistent field method which leads to the notion of an 
intrinsic deformation in a natural way. In this subsection we investigate the 
mechanism which leads to intrinsic deformations in the excited states in 
the case without ground-state correlations.

In this case, the exact 2p-2h eigenstates are given by

l®A> “ 4™ + |0o>, («a|0o> ■ 6a|0„> - 0) (5.9)

with their creation operators

autz»+ = 2 fx(aßyö)a^a^b+b^. (5.10)
<xßyö

The function (taken as real) satisfies the eigenvalue equation

= 2 , LX2ß,y^,oc1ß1y1ölf^2ß27202\ (5-11)
oCißzy^öz

where the coefficients L are defined by the usual linearized relation char­
acterizing the TD method:

It is known that the eigenvalue equation eq. (5.11) can also be obtained 
from the variational principle

y<®oiyri,),Hxfi,,+[«>o> - ßrD,<«>oi4Ti”.4I'D>+i0o>} - ». <5.i3)

The intrinsic deformation of a state 411 eq. (5.9) with J = 0 will 
manifest itself in a Hartree-Fock approximation <3> 4) in which the trial 
function for f^ocßyö) is taken as

(ÎI: the antisymmetrization operator) 
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with separate orthonormality conditions among the ip and (p. The variational 
principle leads to the well-known single-particle problem in a self-consi­
stent field, whose deviation from the spherical shape defines the intrinsic 
deformation of the stale with J = 0.

In the above Hartree-Fock approximation, the residual interaction is 
completely discarded, as is clear from its definition, and only the field­
producing force is taken into account. To overcome this shortcoming we 
can use the following procedure:

(a) In a first step we diagonalize the residual interaction. The operators 
of pair scattering eigenmodes are then of the form

(5.15) 
aß yô

to which the operators of the pair scattering eigenmodes defined in eq. (3.1) 
are reduced when the ground-state correlations are neglected. Within the 
subspace of 2p-2h excitations the Hamiltonian can thus be written

(5.16) 
fl V LM

Here, QlmTD) is given by

QlMTD>> = 2 (zzll Lm\+ 2 (rll Qlm\Vz)TDBtBVi’ (æl?)

to which Qlm defined by eq. (5.6) is reduced in the absence of ground-state 
correlations.

(b) In the next step, we use a variational approach, taking a trial state 
vector for |^o> with J = 0 as follows:

l®Z.> ~ I0«.) - (^I®o> ■ 'M) • 0) (5.18)
with „

K = 2«d»Ait Bt = 2^.«.
v T5.191

2 «£(/') = 2y?.(v) = !•
fl V

The variational principle for the Hamiltonian (5.16) gives the following 
self-consistent eigenvalue equations with ßz(oT2)) = :

wtTD)l,iM = - 2t/ÅS^-o(r2)
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where
^^2 = ~ 2 f’zÏTD' XLM

LM
= _ 2 Xl(~)M(V1^ Ql-M Vï)tD ' XLM’

LM

xlm = 2 (ri! r2)7np;0(’’i)p;0(r2)
l'lD

aLM = 2 (/hl
w

The eqs. (5.20) constitute a self-consistent field problem 
of two particles or two holes. The particle pair is movini
generated by the hole pair, and vice versa. Thus, the intrinsic deformation 
of the state |0/o> with J = 0 is given by

^Lj^LM^Lj^ = aLM + aLM aLW (5.22)

The situation obtained by solving (5.20) is illustrated in fig. 6 for a simple 
model.

In order to see the connection with the Hartree-Fock approximation 
(5.14), it is noted that the derivation of eqs. (5.20) is essentially equivalent 
to a variational approach with the following choice of the trial function for 
//Jjxßyft) in eq. (5.10):

f^aßyö) ~ fu,(aßyö) - (5.23)
with

fio(°<ß) = - i'i£ß<*)>  fja(r0') = ~ fj0(ôy)-

In this procedure the Pauli principle is taken properly into account, as was 
pointed out in section 3.3. The two steps used in deriving eqs. (5.20) are 
just a convenient but unessential decomposition of fig and fja into

Æ(^) = 2^(zzMTZ)W) and fjXr0') = 2vi£v)riTDKôy)-
[J, V

From the variational point of view, therefore, the procedure is simply a 
generalization of the Hartree-Fock approximation with the purpose of 
taking the residual interaction properly into account.

5.3 The Origin of the Intrinsic Deformation

So far we have considered the simplified case in which the ground-stale 
correlations are completely discarded. However, the formal extension of 

(5.21 a)

(5.21 b)

for a single pair
2 in the field Uw
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the treatment given in the previous subsection to the case in which the pair 
scattering ground-state correlations are taken into account is straightforward. 
We only have to consider the Hamiltonian

^, = 2comA^Afi-^a,nDvBv + ^{1}- (5.24)
/Z V

where $?(1) is defined in (5.7). Then we construct the eigenstates of corre­
lated “2p-2h” excitations

I = S \ >. ‘ 0), (5.25)

with the aim of diagonalizing the Hamiltonian (5.24) within the subspace 
composed of the unperturbed states Instead of solving the
eigenvalue equation for directly, we use a similar variational approach 
as in section 5.2. To this end we assume for an eigenstate (5.25), | 0^ ) 
with J = 0, the following trial form

IA..> - Kj.> - (5-26)
with

At =
v (5.27)

2 *4,00  = SZb-o(r) = k
fl V

The variational principle with the Hamiltonian (5.24) leads to self-consistent 
eigenvalue equations which are identical with eqs. (5.20), except that the 
label (TD) has to be dropped everywhere. For the sake of later reference, we 
just write down the coupled equations

Wi0^i) = + 2 U^Ul^z)

, (5-28)

All quantities here are defined by eqs. (5.21) if the index (TD) is disregarded. 
The intrinsic deformation for the state |0£> with J = 0 is given by

= (5.29)

where QLM is defined by eq. (5.6) and we have used the result 
( = d- In contrast to eq. (5.22) the new equation (5.29)
now defines an intrinsic deformation aLM which contains the core polarization 
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effect due to the pair scattering ground-state correlations. This situation is 
illustrated in fig. 7 for a simplified model.

Now the origin of the intrinsic deformation in the excited states is obvious. 
The essential part of the field-producing force responsible for the deforma­
tions in the excited states is just the interaction The interaction $<D 
survives in the absence of ground-state correlations, and can be visualized 
physically as the repulsive particle-hole interaction as follows: Let us de­
compose into

where and have the same structure as eqs. (4.3 a) and (4.3 b), 
respectively, and

= ~ 2 2 2 (/zil Qlm\ri)(/z2l Ql-m\(5.31)
LM /.Zil’i (J,2V2

We can see that only which arises mainly*  from the particle-hole inter­
action, contributes in the “2p-2h” problem since the expectation values of 

and with respect to |^0> are zero.

* This is easily seen by neglecting the pair scattering ground-state correlations. In this 
case, only the particle-hole interaction contributes to Correspondingly, and 
are just reduced to the field-producing (i.e., long range) parts of H and // that have been 
discussed in section 4.1.

On the other hand, the interaction §(2) vanishes in the absence of ground­
state correlations and will become important for constructing collective 
ground-state correlations due to the field-producing force. This will be 
elucidated in section 5.4.

Numerical Calculations for a Simple Model

The coupled self-consistent equations (5.28) describe a correlated particle 
pair moving in the field produced by a correlated hole pair, and vice versa. 
In order to investigate the deformation-producing mechanism, we adopted 
a simplified model and solved eqs. (5.28) self-consistently. In zeroth order, 
the model consisted in one occupied level with angular momentum jh and 
one unoccupied level with angular momentum j . The spacing of these 
levels was taken to be 2eo, with eq serving as an energy unit. The interaction 
was taken to be composed of the conventional pairing force with the strength 
Go and the conventional quadrupole force with the strength / (both measured 
in units of co)- This system was found to have the following properties:
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Fig. 6. Illustration showing the instability of a spherical 2p-2h excitation with respect to de­
formation. Details are explained in the text.

(a) Defining the deformation ß = ßp + ßh as the dimensionless angular 
part of a20 in eq. (5.29), the following dependence on the parameters / and 
Gq was obtained. For a fixed strength of the pairing force, the spherical shape, 
ß = 0, is stable as long as the quadrupole force is sufficiently weak. For 
increasing / the spherical shape becomes unstable, and two stable deformed 
solutions emerge, one with a positive and the other with a negative deforma­
tion. For large / the deformation tends to a saturation value. The energy 
is lowered roughly linearly with /, starting from the point at which the 
system becomes deformed. For reasonably weak pairing forces (Go < 0.15) 
the results are not very sensitive to Go. Therefore we illustrate the stability 
situation in fig. 6 for Go = 0, choosing jp = 7/2 and jh = 5/2. For simplicity, 
we restrict ourselves in fig. 6 to particle pairs and hole pairs with J = 0 
and J = 2, measuring / in units of the arbitrarily fixed energy splitting 
between these levels. Inclusion of all possible values of J changes the result 
by less than 10 percent. In fig. 6 we use ßh = ßinput as an input parameter 
and plot the difference (^calc-^input) of the hole deformation (calculated 
according to eq. (5.28)) and the input deformation as a function of /?input.

Mat.Fys.Medd.Dan.Vid.Selsk. 85, no. 7. 3 
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Evidently, self-consistency is obtained for (ßCaic_Anput) = b, but the solu­
tion is stable only if the derivative d(/?calc-^input)/d/?input < 0. Il is seen 
that the spherical solution becomes unstable between / = 0.6 and / = 0.7.

(b) In all calculations with an attractive quadrupole force (/ > 0) the 
particle deformation, ßp, turned out to have the same sign as the hole de­
formation ßh. This feature is decisive for obtaining stable deformations and 
is due to the mutual repulsion of particles and holes for / = 0 (see also 
footnote on p. 12).

(c) For a fixed value of % the deformation decreases with increasing Go, 
for small Go slowly, for large Go more rapidly. The reason is the following: 
Increasing Go enlarges the energy splitting between the particle (hole) pair 
states with ./ = 0 and .1+0, thus diminishing the ability of the quadrupole 
force to mix the levels and to produce deformations.

(d) In our model the pairing force introduces ground-state correlations 
and consequently an admixture of 4p-4h, 6p-6h, ... to the dominant 2p-2h 
configurations. That is, the pairing force leads in a natural way to core 
excitations. In order to investigate the effect of continuously increasing core 
excitations we used in fig. 7 a fixed spectrum for the pair scattering modes, 
unaffected by the pairing force and simulating an “experimental” spectrum. 
The energies of the particle (hole) pair scattering modes were arbitrarily 
assumed to be Ej/e0 = ±(1.5+ 0.1-J) for J = 0,2, . . ., 8. Fig. 7 shows 
how the pairing force in this case increases the deformation, and decreases the 
energy by admixing 4p-4h, 6p-6h, . . . configurations. The vertical line 
indicates the phase transition to superconductivity. When approaching this 
point, the deformation becomes much larger than the limiting deformation 
which can be obtained for a pure 2p-2h excitation. Thus the pairing force, 
by introducing ground-state correlations, softens the core so that the quadru­
pole force can efficiently produce deformations. However, since we disregard 
the effect of the pairing force which stabilizes the spherical shape as discussed 
under (c), the deformation plotted in fig. 7 gives us only a measure of the 
“triggering effect” for deformations. The actual deformations are mainly 
due to the core deformation effect which enters through the collective ground­
slate correlations discussed in sect. 4. Thus, the core deformation effect due 
to the field-producing force is triggered by the core softening effect due to the 
pairing force.
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Fig. 7. Self-consistent deformation and self-consistent energy as functions of the strength Go 
of the pairing force for various strength parameters / of the quadrupole force. Details are ex­

plained in the text.
3*
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5.4. A Self-Consistent Method Including the Core Deformation

In the preceding subsection we have traced the origin of the intrinsic 
deformation in excited states. Now we are in a position to present a method 
which demonstrates explicitly the intrinsic deformation of a “dressed 2p-2h” 
state containing the collective ground-state correlations. To do this, it is 
usefid to note that the eigenvalue equation (5.28) can also be obtained from 
the following procedure.

(a) In a first step we introduce the approximation

$ph ~ 2 Zl( " )M 2 (/' I Ql - M \ vWv Bf< • XLM
LM [iv

~ 2 Zl(_)M2(/<I A»’> (5.32)
LM [IV

+ const / 2zL(-)MaSia?-Mj =

with
= 2 (A Q-LM^^ ^[l^V^

[IV 

XLM = 2(/ZK?LmI B[t>
[iv

where > and (B^Bfl) are expectation values which will be deter­
mined later in a self-consistent way.

(b) As the next step we construct the eigenstate

i^> = (5.34)
[IV

with the aim of diagonalizing the following Hamiltonian within the subspace 
composed of the unperturbed states Au/1^ |0q >:

7/'(a) =  + ^S(a)- (5.35)
[I V

(c.) The expectation values and <B7t are determined self-consi-
stently by the condition

y = <b+b„>. I ç ■

We can easily see that the eigenvalue equation for «^(/zr) defined by eq. 
(5.34) is identical to the equation obtained by the variational approach 
which is described by eqs. (5.26) and (5.27) and yields £i;-(/zv) = i/^/z)u;(r).

This equivalence leads immediately to a self-consistent method which 
demonstrates explicitly the intrinsic deformation in the “dressed 2p-2h” 

(5.33)
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states subject to the cooperation effect of the core deformation. This method 
consists of the following operations: With the Hamiltonian

W(a) - 2»my^ - n, + »&’(«) + + ^S} + ®<2). (5.37)
jU V

we start from a linearized relation similar to eq. (4.5)

[H(a),A;ß+] - 2{iVwo(«)A+/Jj + (5.38)
QG

where the coefficients Ar(a) are now functions of all «X/ and The 
creation operator of the eigenmode, which satisfies the relation

is then given by
[H(a),X+] = with Qy > 0, (5.39)

+^X^)AtÄ}- (5.40)

Here, y is a set of quantum numbers specifying the excited state under 
consideration

= x+|^0>, (x?|Y>0> = o). (5.41)

With the aid of eq. (5.38) the functions £^(/<v) and r]y(jiv') are seen to obey 
the eigenvalue equations

^y^yÇ^v>) 2^Xocr/Zl'(a)^y(Pcr)

QyVy^P'V') ~ ~ ~ ^oo/iv^y^Q^}'
oo

(5-42)

The orthogonality and completeness relations of £y(jtv) and ^(^v) are of 
the same form as eq. (4.10).

The quantities a£^ and are determined self-consistently by

(5.43)

Now it is clear that the eigenvalue equation (5.42) with the self-consist­
ency condition (5.43) is simply a generalization of eq. (5.20) with eq. (5.21) 
for the purpose of taking the cooperation effect of the core deformation into 
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account. The intrinsic deformation of the “dressed 2p-2h” states associated 
with the core deformation is now given by

aLM = QlmI = 1 aLM- (5.44)

Here we have used the result /*/f,  = 0, which follows immedi­
ately from eq. (4.11). The operators (J^ and (J^ are defined by eq. (5.8).

Obviously the eigenvalue equation (5.42) is an approximation to our 
general equation (4.9), thus demonstrating explicitly the deformed nature 
of the excited states obtained as solutions of (4.9). The ground state defined 
by (4.12), however, is spherical, and only if eq. (4.9) had a zero-energy 
solution, it would be really deformed. This has been discussed in section 
4.2. Correspondingly, the ground slate defined by eq. (5.41) will be “spheri­
cal” unless the eigenvalue equation (5.42) has a zero-energy solution.

We now want to solve the eigenvalue equation (5.42) in a way which 
explicitly traces the effect of §^(a) responsible for the intrinsic deformation. 
For this purpose we divide the Hamiltonian (5.37) into two parts:

Ä(«) - Ho + I

A = 2«mA^-S^b,+ I (5-45)
/I V '

and introduce the eigenmode creation operator with respect to 7/0:

+ - 2{fJ0,(/<r)A + Br+ + (5.46)
/IV

which satisfies
[H0,Af)+] = £<0)X]0) + with f?<0) > 0. (5.47)

The functions ^0)(/zr) and rA0)(/zv) clearly satisfy the eigenvalue equation 
(5.42) with = (). Similarly as in the usual RPA for “lp-lh”
excitations, we then obtain the well-known formulae*
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^0) (/zv) =
M(rl f1)
- *>n)  + ty0) ’

(5.49)

where Nt is the normalization constant determined by eq. (4.10 a). States 
like those created by the operators Aj0) + are conventionally called spherical, 
similarly as the “lp-lh” states in spherical nuclei known from the usual 
RPA. This is consistent with our definition of the intrinsic deformation <xLM 
and reconfirms the conclusion of the preceding subsection that §$(<*)  is 
the origin of the intrinsic deformation in the excited states of closed-shell 
nuclei.

Using Aj0)+, we now can write the creation operator X% in eq. (5.40) 
for a deformed excited state as

2 2
- + 2

[tv 2

(iv 2 2

- (5.50)

Then eq. (5.42) simply becomes a self-consistent equation for Uy and Vy. 
The functions Uy and Vy describe the effect of §^(a): if = 0,
then Vy(A) = 0 and Uy(2) = ôy^. The requirement that the operators Xy 
and A^<0) + each form a set of boson operators entails the orthogonality rela­
tions

A

- vyi(A)t/r.(A)} - o,

r
KUyWv^-v^u^-)} - 0,

■ (5.51)

and the inverse relation to eq. (5.50)

y (0) +
a2 = 2^(Â)Xy+-2Vy(Â)Ay. 

y y
(5.52)
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5.5 Intrinsic Deformations in Excited 0 States

In this subsection we restrict ourselves, for simplicity, entirely to quadru­
pole deformations. This corresponds to taking up only the L = 2 part*  in 
the expansion (5.32) of >5^(a). If the excited 0+ state defined by 
eq. (5.41) has an intrinsic quadrupole deformation (i.e. a2M 4= 0), then the 
solution must have the appropriate degeneracy to contain all possible orien­
tations of the “excited deformed nucleus’’ in space. Without loss of generality 
we therefore can choose the axes of the intrinsic deformation as coordinate 
axes, so that a2 A/= ! = a2 M = _1 = () and a2 M = 2 = a2M = _2. Furthermore 
we assume, for simplicity, that the intrinsic deformation in the excited 0+ 
slate is axially symmetric, so that a2 M = 2 = a2M = _2 = 0. In this case, 
the intrinsic deformation is characterized by one quantity

* Of course, the L = 0 part in will contribute even under this restriction. However,
the effect of this term is only a renormalization of the single pair energy corø for Jm = 0. In the 
following we assume, for simplicity, that the renormalization has already been carried out.

a2M = o = ß- (5.53)

The projection Ky of the intrinsic angular momentum on the symmetry 
axis now is a constant of the motion, so that Kya = 0 for our excited 0+ 
stale. We need not say that eq. (5.42) gives us the information about the 
intrinsic excitations in the body-fixed coordinate system and eq. (5.37) pro­
vides the intrinsic Hamiltonian of our system.

The excited 0+ state under consideration, d/7,, > with K., = 0, in /o /o
eq. (5.41) is given by

i^o> =
with

y. - 2 > + + 2 VW. (5.54)

Thus the eigenvalue equation (5.42) for this state becomes a self-consist­
ent eigenvalue equation for L^o and

(S. + o'bM2,) - +Ww)W)
2a

+ zS(GJV” + Gg/'bOA)
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where %=%£,= 2 and

= 2 (elO2ol°') 2
QG H

<»e = s<7 = - h (^ = + D

FS, = 2 OIO20W 2
UV o

” «r = + D <SQ = ~

<4X = 2 (elO2ol<> 2 +
QG (I

%=«ff = -1) (^=+1)

= 2 OIQ20IO 2
/ZV Q

(SH = ®F = + D % = - 1)

The quantities /9(î>) and ß(h) are determined self-consistently by

(5.56)

ßm - 2o<io2oi-xï'?.i.y.4jï'),.>
/ZV

ß(h} = 2(?K>2o^)<^J^Bel^o>- 
e<T

(5.57)

To evaluate eq. (5.57), we first note that the operators

2C“IC2olï')A/tAr and 2(elQ2ol°r)ßJße
(IV QG

can be expanded in terms of the operators Xj0) + as follows :

(IV ÂJ.2
- 25(/‘IQ2»i-)EC(wX(^)aT+aT,+ + 2^(w)4?WATAn

Â1A2 /UV Q Q

S(elQ2olOBjBe = 2m-N?l+<
QG Â1Â2

- 2 2 (el (U) [2f£’(/-)^,(w)AT’ +AT+ + 2<(^f(/<e)AM%
ÂiÂs øer /z (i

In obtaining eq. (5.58), we have used a transcription rule similar to eq. 
(3.14), and then have employed the relation (4.11) with respect to AT0)+. 
Finally, by inserting eq. (5.52) into eq. (5.58), we get the deformations

A.A. L. 5g,
+ 2

Z1Â2 ?
Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 7. 4

(5.58)



42 Nr. 7

ß(h) = +
ÂlÂs

> (5.59b)

In the expressions (5.59a) and (5.59b) we have already dropped the fol­
lowing terms, respectively:

+ SGß/2t7y(^i)^(;i2) (from (5.59a)), I 
y u y (5 60)

(from (5.59b)).
zd.s ’ ’ 7 V 7

These terms occur not only in the excited 0+ states l^fy, > in which we 
are interested, but they are also common to all other excited states l^7., ). 
The sum of both terms can thus be interpreted as an “unphysical deforma­
tion’’ of the spherical ground state (delined by eq. (5.41)) given by

(5.61)

We are now in a position to write down the final result for the intrinsic 
deformation ß of the excited ()+ state. The result is

2 (Gfö. + dDf^.GÛM^) + vr^i)Uy.<M}.

(5.62)

Here we have used the fact that (V7^ | | V7^ = 0, which follows
from a relation analogous to eq. (4.11). The operators (J^ and Q$ are 
defined by eq. (5.8). From the definition (5.56) of F and G, it is obvious 
that in the absence of ground-state correlations due to the field-producing 
force (that is, if ^;0)(^r) = 0 and Vyo(Â) = 0, (see eq. (5.50)) only the 
first term in eq. (5.62) contributes to the deformation. Thus the expression 
(5.62) allows us to identify clearly that part of the deformation in the ex­
cited state which arises from the cooperation effect of the core deformation.
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5.6 Rotational Bands Built on Excited States

The basic equation (5.42) of our self-consistent method describes the 
intrinsic excitation in the body-fixed coordinate system associated with the 
intrinsic deformation of each excited state. Thus the state vector |¥zy> in 
eq. (5.41), describing the intrinsic excited state, has no definite angular 
momentum. The proper eigenfunctions with definite angular momenta are 
then obtained by the usual projection operation 66), which also yields the 
rotational band structure belonging to the intrinsic excited state fV',).

To avoid the problem of computing overlap integrals in this method, 
we may apply the conventional Bohr-Mottelson description to our problem. 
Then our system is described by the following effective Hamiltonian:

(5.63)

where 77(a) is given by eq. (5.37) and Ry is the component of the “collec­
tive” angular momentum in the direction of the x-axis of the body-fixed 
coordinate system, and the quantities are the principal moments of 
inertia.

The physical interpretation of eq. (5.63) is the following: A specific 
intrinsic excited state |V/y> defined by eq. (5.41) is created by applying 
the operator Xy to the spherical ground state of the closed-shell nucleus. 
Once the state is excited, we can choose the body-fixed coordinate system 
determined by the axes of the intrinsic quadrupole deformation of this 
excited state. The corresponding moments of inertia of the state > can 
be calculated. With these moments of inertia the intrinsic excited state per­
forms a rotational motion which gives rise to a rotational band belonging 
to this specific slate |¥/y>. The explicit calculation of the moments of 
inertia for the state */ 7, ) is possible by applying the conventional Lagrange 
multiplier method to our self-consistent approach developed in section 5.4. 
However, we do not want to go into further details in the present work. With 
the approximation (5.63), the rotational states belonging to the excited ()+ 
state discussed in section 5.5 are of the usual form

with

|7M;y0A?o = 0) =
21+ 1 1/2

= o(fy)l’jCy„ >

7^ = 0+,2+,4+,6+. . . .

(5.64)

4*
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Here is defined by eq. (5.54), and the effect of the well-known 
symmetry restrictions are taken into account in limiting the allowed values 
of I.

6. Electromagnetic Transitions

In this section we discuss various electromagnetic transitions involving 
even parity stales (with 7’ = 0) in closed-shell nuclei. Electromagnetic 
transitions are a crucial test of the theory, more than energies, in particular 
they arc shown to be decisively influenced by the interplay between the 
residual interaction and the field-producing force. The essential differences 
between G. E. Brown’s and our theory are pointed out.

6.1 Energy-Weighted Sum Rule

As a preparation we wish to show that, for a general one-body boson
operator defined by

& = 2 C«
/ZV

(6.1)

the following sum rule holds within our approximation (4.5)

2K^olé|^>|2(Ez-Eo) = l<Øol[é[ff,£)]]|øi>.
A

(6.2)

Here the unperturbed ground stale [0q> is defined by eq. (3.11), |7z0/> 
and |VZ2> are defined by eqs. (4.12) and (4.13), respectively, and (Ez-7i0) 
= Pz are the eigenvalues of eq. (4.9).

With the aid of eqs. (4.11), (4, 9) and the completeness relation (4.10b) 
we can rewrite the left hand side of (6.2) as

SKS'oiôi'^W, e„) -
A A /zv

2 (/7 i I17) (ö I I<7) (^/zvozr -^/zvger) * 
[IV QO

(6-3)

On the other hand, we obtain directly

= 2 (^|S|v)(o)Dk)GV/iro<T - (6.4)
[IVQG

Comparison of eq. (6.3) and eq. (6.4) proves the sum rule (6.2). An analog­
ous rule is known B?) for “lp-lli” excitations described by the conventional 
RPA.
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Now we observe that in our theory all operators for electromagnetic 
transitions can be written as one-body boson operators of the form (6.1) 
by inserting (3.15) into eq. (3.17). Consequently, the usual energy-weighted 
sum rule for electromagnetic transitions holds in our approximation. This 
is in contrast to the mixing model <5,> 6) in which there is no guarantee that 
the sum rule might not be violated.

6.2 Transitions Within Rotational Bands

For simplicity we coniine ourselves to the rotational band belonging to 
the excited 0+ state discussed in sect. 5.5; in the following we work 
with the wave functions (5.64). Furthermore it is convenient to refer the 
mass quadrupole moment operator (°)2M (defined by eq. (5.3) with L = 2) 
to the body-fixed coordinate axes which are chosen to be the axes of the 
intrinsic quadrupole deformation of the excited 0+ state. This is achieved in 
the usual way by writing

Q.2M ~ ^^Mk\^î)Q2K’ (K ~ 0, ± 2). 
K

(6.5)

Now the E2 transition matrix element between an initial 
y0ZÇo = 0) and a final state y^Ky*  = 0) is given by

state

= i e(^rV/4= Q2M I = 0). |

Here we are considering only 7’ = 0 states. With the aid of eqs. (6.5), 
(5.64) and (5.62), we then obtain the result

(IfMf-,y0Kya = O|^(E2,M)|7^;yoÆ?o = 0)
1/2

B(E2; If) = ie2<7,200|7z0>2^2-

(6-7)

(6-8)

Eq. (6.8) shows the well-known dependence of the E2 transition probabilities 
within a band on the intrinsic deformation, ß, defined by eq. (5.62) charac­
teristic of this specific band.
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6.3 E2 Transitions Connecting the Rotational Band with the Ground State

Here we consider the £2 transition from the 2 + state in the rotational 
band belonging to the excited 0+ state discussed in sect. 5.5 to the ground 
state. In this case, the 7Ï2 transition matrix element connecting the 2 + state 
\It = 2,Mt; = 0) and the ground state, IOjJ, is given by

. Je<22.VjJ/|OO><'//o|Q2,Æ_l)l'?'),.> I
and so we have

B(E2,2+ -> Of) - (610)

where I > and are given in eq. (5.54) or eq. (5.40).
In evaluating C^o) Qï,k = ol ^y^ we ^irs^ observe that (V'J = ol

= 0. This result is obtained with the use of the definition (5.8) of = o 
and by inserting eq. (5.52) into eq. (5.58). Then, using eq. (4.11) with 
respect to Xy , we have

= o I l^y/ = <^ol Q^k = ol ^y^
= 2(^1020^) (6-n)

/LIV

where ^(//r) and T]yo(/Ltv) are delined through eq. (5.40) and are written 
with the help of eq. (5.50) as

Z

With eq. (6.11), eq. (6.10) becomes

B(E2;2X+ 0j^) = 21oe2[2(AtIQ2ol1/){^o(^) - (6.13)
[AV

It is interesting to observe that formally eq. (6.13) has precisely the 
same structure as the corresponding equation obtained by the conventional 
RPA for “lp-lh” problems. For the E2 transition from the “dressed 2p-2h’’ 
excited 2+ state to the ground state, we will therefore expect the well-known 
enhancement associated with the structure of eq. (6.13). In particular we 
will have the usual relation: the stronger lhe field-producing force, the larger 
the 77 (E2) value. Such an enhancement, caused by the collective ground­
state correlations due to the field-producing force, is a direct and natural 



Nr. 7 47

consequence of the present theory. The enhancement is needed to explain 
the large measured transition rate in O16 namely B(E2; 2^ -> O^) = 5e2fm4. 
An interesting feature of the electromagnetic transitions is the importance of 
the interplay between the residual interaction and the field-producing force. 
It becomes most obvious if we neglect altogether the ground-state correla­
tions due to the residual interaction. Then, from the definition (5.4) we have

(^1 C?20i v)tD = S/l = 1’ SV = ~

and thus there are no E2 transitions from the 2+ state to the ground stale. 
But the residual interaction need not be strong either. Even a weak residual 
interaction may provide a sufficient basis for strong collective ground-state 
correlations (due to the field-producing force).

6.4 EO Transitions from Excited 0+ States to the Ground State

Throughout this subsection we are again considering the excited 0 + 
state, lOg") = \I = 0, M = 0; yoKyo = 0), discussed in sect. 5.5. The effec­
tive operator for the decay of the state |0^) to the ground state 10^) by elec­
tron-positron pair emission or internal conversion is given by

Po = eS<a|1 r2\ß>'cacß'- (6-14)
aß 2

With the help of the rule (3.14) and eq. (3.13), we can expand the operator 
in terms of pair scattering modes as

A = 2(/zlPolr): C^Cr:> (6.15)
where

(/z|P0|v) = 4e2<al—5~r2l^>s/z’p/<(ay)(1 ~ ()a - °c)svlf/v(ß7)- (6.16) 
aßy 2

Thus, in the same way as in the preceding subsection, we obtain the matrix 
element for pair emission as

(O^iPol°2+) = S(^lpolv){^.(^v) - (6-17)
/J,V

As in the preceding subsection, we may expect from the structure of 
eq. (6.17) an enhancement of the pair emission rate, possibly sufficient to 
account for the large experimental value in O16, namely (0^ IPqIO^) 0.4c/?q 
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(7?0 = nuclear radius). Furthermore, the arguments given in the preceding 
subsection for the importance of the interplay between residual interactions 
and the field-producing force are equally applicable here. The influence of 
the intrinsic deformation of the state |0^) on the pair emission rate becomes 
evident if we insert eq. (6.12) into eq. (6.17) and then trace the role of the 
functions U., and .

6.5 Hindrance of Double Gamma Decay of the First Excited 0+ State

In discussions of the properties of the first excited 0 + states in closed- 
shell nuclei, an instructive piece of data has often been neglected, namely 
the absence of observed yy-decays of these states. Usually the first excited 
0+ state lüg’) = decays to the ground state lO^) = by the EO 
transition discussed in the preceding subsection. However, the two-photon 
emission 68, 19) may also contribute to the decay. In this case, the total energy 
E? - Eo = = li(a> + co') is split up between two photons with energies
ha> and hw'. The most probable decay mode will consist in the emission 
of two dipole quanta. Then the total transition probability is given by<18> 19)

where

x
2

9J1(E1,O) = e2<al—~T"ryio(09’)^>:c^c/3:
aß

(6.18)

is the electric dipole operator. In the sum over the intermediate states |n) 
in eq. (6.18), the most important contribution will come from the giant 
dipole resonance, so that En — E^ » hco or hco'. This fact has been used to 
drop the terms hco and hco' in the energy denominator of eq. (6.18).

In trying to evaluate ecp (6.18) it is necessary to relate Wyy to other 
independent observable quantities in an unambiguous way. This is best 
done by introducing <19> a parameter tj through the definition

n

(6.19)
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The sum of the right-hand side is closely related to the (-2)-moment of the 
photonuclear absorption cross section <20>

(6.20)

which is known to be a smooth function of the mass number A for most 
nuclei. The parameter t] is a well-defined quantity and can be obtained from 
the experimental upper limits for Wyy/W(E0), from W(E0), and eqs. (6.18) 
to (6.20). The result of such an evaluation is presented in table I.

Table I. Hindrance of Double Gamma Decays

E
[MeV]

Wexp(£0)a)
[sec 4]

6 yyl HZexp 
(E0)

cr_ 2usedd) 
[/zft/MeV]

Wy/calc)
[sec- q

T]2

O16 6.05 1.4-1010 < i.i-io-4b) 7 A5'3 5.8-109 r/2 < 2.6-10-4
Ca40 3.35 2.9-10® < 4 -10_4C) (2.6 ± 0.5)-103 1.2-108 < 0.95-10-4
Ge72 0.69 3.4-10« 3.5 A5'3 5.6-104 r/2
Zr90 1.75 1.1-10’ < 1.8-10-4C) 3.5 A5'3 8.1-107 if < 0.25-IO-4

a) see the first of refs. 19.
b) see ref. 23.
c) see ref. 24 and compare the still lower limit given in ref. 25.
d) for Ca40, see ref. 26, for the other nuclei ref. 20.

Replacing in eq. (6.19) the main resonance region by a single represen­
tative state |no), the “dipole state”, we may take*  t] as a measure for the 
ratio of matrix elements

<Oa+|TO(gl,O)|no>
<01+|®(El,0)|n()> '

(6.21)

If the two states 10^) and |0^“) were of a very similar structure then tj should 
be of the order one. Table 1 shows, however, that in all measured cases z? 
must be a very small quantity, indicating, quite systematically, that the first 
excited 0+ states seem to have no appreciable coupling to the giant dipole 
resonance.

* This replacement is possible unless there are considerable cancellations in the left hand 
sum of eq. (6.19) due to fluctuations in the sign of (n| 9Jt(El,0) 10+)/(n| Wî(El,0) | 0+). It is known, 
however, that the giant dipole resonance behaves like a single coherent state, the dipole state, 
so that strong cancellations are not to be expected.
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(6.23)

(6.24)

(6.26)
2

of the first excited O+ state in 016 with other 1 
described as “lp-lh” excitations seems also to

In the same approximation in which eq. (6.26) has been obtained, the 
numerator in eq. (6.21) becomes

B(E1 ; 1"(7.12)

B(E1 ; 1—(13.1)

Here, it should be noted that the first transition occurs only through isospin 
impurities. The limits are not as low as those for tj; on the other hand, the 
interpretation is unambiguous.

As has been realized long ago hog it will be very
the experimental limits (6.22) in a model <5> in which both |0^") and |0^ 
are described as a mixture of spherical and deformed states with roughly 
equal amplitudes. It may be even harder to account for the smallness of 
|?7l without simultaneously destroying the strong E0 and E2 transitions 
between the rotational band and the ground state of O16. On the other hand, 
we wish to show that the present theory does not encounter such difficulties.

Suppose that the states |n) arc well described as “lp-lh” states in the 
conventional RPA:

Similarly the coupling 
states which are normally 
be small(21> 22>

difficult to explain 
)

(o1+|rø(Ei,())|77O) = - sn0(aß)}-
aß

with the creation operators

+Sn(*ß) bß«a)- 
aß

Then, with the aid of the inverse relation to eq. (6.24), 

aibß = 2(Rn(*ß) Dn - sn(“ß)Dn)>
n

lhe denominator of eq. (6.21) is written in the usual form

(O2+|9)i(El,O)|no) = e^^a\^-^rYiO(0(p)\ß){Rn(xß) - Sn(<xß)} 
n aß 2

- 2(01+læ(E1.0)|n)(Oa+|£,BJ01+),
n

(6.27)
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where the operator £>nWo is defined by

ÖWKo = ~ 2 2 Mxlßl)lin^2ß2^aßa,bß1bß\ 
aißia2ß2

x 2 (6<3 )
S/z — 1

»; = -1

According to the present theory, the hindrance of the double gamma decay 
comes from the extreme smallness of the overlap in eq. (6.31) between the 
“lp-lh” correlation functions 7?Wo (oq/^) and 7?Wo («2^2) f°r the giant re­
sonance and the “2p-2h” correlation function, 2^20(/zr)^u(aia2)^v(^i^2)’ 

/XV
for the first excited 0+ state. One reason for this smallness is simply the angular 
momentum recoupling which is sufficient to explain the limits (6.22). In 
the case of the dipole resonance, we have an additional effect: The largest 
components of 77 (aß) for the giant resonance state come from the highest

- 2 2 Rn(xlßl)Sn0(X2ß2)ftalaabßbßt- 
aßh a2ß,

(6.28)

To get a rough estimate for the order of \r/\, we assume that we can replace 
the sum over intermediate states by the “dipole state” |n0). From eq. (6.26) 
and eq. (6.27) we get for the order of \rj\ the result

<W) - (02+id„.„.|01+)i. (6.29)

Expanding the operator £Wu?io in terms of the pair scattering modes with the 
aid of eqs. (3.15) and (4.11), we have

O(|//|) ~ KVz?o|r„oWû|ï/0>|

= 14 2 2 (1 - - Öa2)G - ebl - °bt)Rn0(<xlßl)RnX<X2ß2)
«i«2 ßißi

/IV
Sn = 1, sv = -1

+ 42 2 (1 - 0«! “ ~ ^b2)*̂no( al^l)^n0(a2^2)
a2a2 ßißz

2 [^0(/^)VZ/z(^2)^(ala2) - W/Zr)VZZx(ala2)¥/v(^2)]|
fiv

S/z = 1, S„ = - 1

in which the leading terms are

14 2 2 (1 ~ ~ ^a2)(l “ bbl bbßRna(xlßl)Rn0(x2ß2)
a^zßiß, . 
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particle levels a and the lowest hole levels ß, while the largest components of 
2^2i)(/tr)’^M(a1a2)¥/l,(/?1^2) for the first excited 0+ state come from the lowest 
fJIV

particle levels a and the highest hole level ß. A rough estimate with simplify­
ing assumptions seems to be in agreement with the experimental limits on |r/|.

7. Conclusions

In the last few years, the RPA describing “lp-lh” excitations has found 
a wide field of application, particularly in explaining collective phenomena 
in nuclei. Essentially, however, this approach is exhausted and its limita­
tions are known. In the present work we have attempted to construct a 
systematic theory for “2p-2h” excitations. Clearly, this problem is next in 
simplicity after the “lp-lh” excitations, and yet it yields a wealth of new 
collective phenomena. In constructing the present theory some approxima­
tions are necessary, of course. One of the important approximations is the 
two-step method and the other is the neglect of interaction matrix elements 
involving an odd number of fermions or fermion pairs (i.e., HY and X) Y, 
respectively). This shortcoming may partly be compensated by a proper 
choice of the effective interaction. Similarly as in the conventional RPA we 
also were forced to renounce the Pauli principle to some extent. As far as 
the Pauli principle is concerned, our NTD method is constructed in such a 
way that, in the limiting case of a pure 2p-2h system (without ground-state 
correlations), all our results are exact.

The starting point of our work was the problem of O16 and Ca40. It was 
felt that existing theories and models were unsatisfactory and not entirely 
adequate to cope with the situation. The reason why the collective ground­
state correlations introduced in our NTD method should become particu­
larly important for closed shell nuclei is obvious: These ground-state correla­
tions carry the decisive interplay between field-producing forces and the resi­
dual interaction. Even a weak residual interaction may provide a sufficient basis 
for strong collective ground-state correlations (due to the field-producing force).

In a pictorial language, the residual interactions are indispensable for 
softening the core, so that the strong field-producing forces are able to 
deform it. All these elfects are included in the “collective predisposition” of 
the spherical ground slate for deformed excited states.

Although in the present work our NTD method was primarily designed 
for closed-shell nuclei, a wide field of applications suggests itself. The next 
objects of interest will be nuclei which diller by two nucleons from closed- 
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shell nuclei, like O18 and Ca42. Here, certain excited states will be described 
by a “2p-2h phonon”, , coupled to a correlated pair A^. The presently neg­
lected interaction ÖF will become important for the coupling. Similarly it 
will be possible to describe certain excited states in nuclei like O17 and F17 
by coupling a fermion to a “2p-2h phonon”, where HF might be expected 
to play an important role. Since the excitation from a spherical ground 
state to a deformed excited state is definitely due to an anharmonic effect, 
we might also expect our NTD method to be useful in describing anharmonic 
effects in the second excited states (J71 = 0+, 2+, 4+) in spherical even nuclei.

Before entering on such problems, we duly turn back our attention to 
the starting point O16 and Ca40. ft is true that we are not yet able to present 
any numbers: a quantitative discussion will be the subject of a later publica­
tion. But, fortunately, the measured properties of O16 and Ca40 are so 
striking that a natural simultaneous explanation of the various phenomena 
has a certain conclusive value even though it is only qualitative.

We believe that we easily can account for the strong collective lowering 
(with respect to the unperturbed positions) of first excited even parity states. 
It is due mainly to the deformation, but “triggered” by the residual inter­
action. Since the excited stale with a definite intrinsic deformation contains 
the ground-state correlations properly, there is no difficulty in simultaneously 
understanding both the rotational band structure and the E2 transition to 
the ground state. In other words, although the ground state is spherical and 
the excited states are deformed, we may expect strong electromagnetic transi­
tions between the rotational band and the ground state. This is borne out 
both by the validity of the energy weighted sum rule and the expression given 
explicitly for the transition probabilities. Formally, the expression has a 
very close resemblance to the corresponding expression for the strong collec­
tive transition probabilities described by the conventional RPA. Finally, the 
collective nature of the first excited 0+ state in O16 and Ca40 makes it easy 
to understand the strong hindrance of the double gamma decays. Thus, we 
feel that, in principle, all the striking and not easily unifiable features of 
O16 and Ca40 can be well accommodated in our theory without depending 
on a very critical choice of some parameters.

It is sometimes argued that any theory which tries to describe the lowest 
excited even parity states in O16 as consisting mainly of 2p-2h excitations 
is doomed to fail from the outset. The arguments are usually based on 
the fact that Hartree-Fock calculations (3) for O16, with certain restrictions 
and confined to a space of pure 2p-2h or alternatively pure 4p-4h configura­
tions, might give a lower energy for 4p-4h excitations*.  From our point of 
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view, such arguments are not necessarily conclusive. In spite of the result 
of reference 3, we still tend towards the orthodox belief that the shell-model 
configuration with the lowest zero-order energy should be of some impor­
tance. Furthermore, we feel that taking into account the collective ground­
state correlations might change the ordering of the “2p-2h” and “4p-4h” 
stales. The reason is that only the 2p-2h states couple directly to the shell­
model ground state (provided that only conventional two-body interactions 
are considered). Thus, it seems to us that the question of whether the “2p- 
2h” or the “4p-4h” configurations win the competition of being mainly 
responsible for the first excited 0+ state in O16 cannot be decided before 
quantitative calculations in the framework of the present theory are per­
formed.

Whatever the outcome may be, certainly there will be states to which 
our approach is applicable and there may be use for it in other problems.
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Synopsis

The rate of decay of three short-lived nuclides has been re-investigated and improved half­
life values have been found. The results are as follows: Ba137m 153.46 ± 0.20 s, Ag109m 39.80 ± 
0.18 s, and Rh106 30.35 ± 0.15 s. The standard deviations include the uncertainties involved in 
the investigations of radioactive impurities.

Some measurements in 1960-61 by the author on the half-life of Ba137m seemed to indicate 
that the current standard value, 2.60 ± 0.05 minutes, is about two per cent too high, and through 
personal communication the following comment on some below-mentioned biological work was 
received: “. . . our half-lives seem to run about 2.5 minutes from those tissues which gave the 
best measurements. However, we do not feel that these measurements are particularly precise, . . .”

A meticulous re-determination of the half-life of Ba137m was then commenced, serious con­
sideration being given to objective evaluation of impurity bias and natural uncertainty. Im­
proved values for the half-lives of Ag109m and Rh106 were subsequently obtained by applying 
the methodology developed for Ba137m.
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Introduction

rj^hree short-lived radioactive nuclides have been re-investigated and in 
I each case a more accurate half-life value has been determined. The test 
nuclides were selected with a view to objective evaluation of the radio-puritv 
of the sample and the natural uncertainty of the result.

In principle, a half-life value is found by isolating a sample of the test 
nuclide and measuring its rate of decay. However, the result may be biased 
by a radioactive impurity in the sample, and this type of uncertainty is hard 
to evaluate. On the other hand, the uncertainty of the result due to the 
random nature of radioactive decay is easy to evaluate when the well-known 
ratio method of half-life measurement is applicable.

In 1959, it was found that the half-life of biologically separated Ba137m 
was slightly smaller than the value currently accepted by physicists. This 
apparent discrepancy could perhaps have been due to a difference in the 
radio-puritv of the differently separated samples. Certainly, a better standard 
value for the physical half-life of Ba137m is needed, since agreement be­
tween the observed and the standard hi value is used as a means of checking 
consistency in the type of biological work referred to here9).

Methodology
Method of Measurement

Since the half-lives of the selected nuclides range from 0.5 to 2.5 minutes, 
the ratio method of measurement is practicable. In this method the investig­
ator observes the ratio between the amount of test nuclide remaining in a 
sample after a period of decay and the amount initially present. Below, 
the following inverse ratio, the fall-off factor, is used:

rp

where 7V0 = number of test nuclei at zero time
Nt = number of test nuclei T minutes later.

1*
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When an F,T set has been observed, the corresponding value for the 
half-life of the test nuclide is found by use of the equation

h?2
h = 7' . (1)

Equation (1) is a simple transcription of Rutherford’s law, - dN = ÅXdt, 
in the integrated form InF = ÅT.

A fall-off factor is measured in the following way. A sample of test nu­
clide is placed near a radiation detector and pulse counting is started sim­
ultaneously with timing. The counts are summed continuously throughout 
a period of time, 0, of sufficient duration for virtually all the test nuclei to 
decay, and an observation is made of the total sum-count, 2”, thus accum­
ulated. Also, an observation of the sum-count, S’, and the corresponding 
counting time, T, is made (without stopping the counter) fairly early in the 
course of the total period of time, 0. Finally, the background radiation is 
assayed by counting the decayed sample for a period of time, for instance 
equal to 0, and observing the background sum-count, B, thus accumulated.

The value of the fall-off factor, that corresponds to the observations de­
scribed above, is found by use of the simple equation

where 2 = X — B counts
, 7’

S = S -77— counts.
e

x
x-s (2)

Equation (2) rests on the assumption, that the counting efficiency remains 
constant throughout the entire 20 period of observation.

Natural Uncertainty

The statistical fluctuation of replicate /j values is mainly due to the 
natural randomness inherent in the emission and absorption of radiation. 
When the ratio method of t± measurement is used, the natural standard 
deviation of the observed value can be closely approximated by the 
expression
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1

\ZZlnF
|/F- 1 + 2(F- 1 )2/5/A7

where ß = B(ß - T)/0.
If ß is completely insignificant in comparison with 27, equation (3) 

indicates that crnat[/|] is minimal for F = 5, which is identical to the 
finding of Peierls(2>. If ß is, say, one tenth of 27, then F = 3 actually 
minimizes crnat[f|] according to equation (3), but crnat[b] is still only ten 
per cent above minimum for F = 5.

For typical experimental values such as ß = IO4 counts, 27 = 1()5 counts 
and F = 4, equation (3) gives <rnat[?|] = 0.005-fi, in which case the 
natural standard deviation of the mean of 25 replicate measurements is 
one part in a thousand.

Dead-Time Correction

Loss of counts at high counting rates tends to bias the observed half­
life value upwards. Using the available apparatus and a fixed F value, the 
observed L should be expected to increase linearly with the initial counting 
rate, 7?0, and this is also in agreement with experimental observations up 
to almost 200 kc/min. (kilocounts per minute). Consequently, any dead­
time bias on /> is eliminated conveniently by linear extrapolation of fi 
as a function of 7?0 to the point at which 7?0 = 0.

The dead-time loss on the counting rate, B, at any moment, t, may be 
theoretically approximated by

- tI!2 - -zR20-e~2h 
where t = dead-time.

From which we find (assuming the initial rate is less than 200 kc/min.) 

biasr[27] = -£t7?027, and biasr[27-S] = - | t7?t(27 - S) 

so, since F = 27/(27 - S), and considering equation (1),

biasTrF] K biasJh] , r x
= — t(7?0 — Fr), and —- = 5 T(F0 — BT)/lnF.

F 4

Finally, since BT = Bo/F, we may write

biasT[/t] F — 1
----- = Lt-----------------B.

ti 2 F-lnF (4)
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Time-Keeping

The author measures the critical period of time, T, by an eye-and-hand 
method, i.e., a stop-watch is started at counting time zero and stopped by 
hand as the eye sees the sum-count pass through an appropriate round 
number. This operation is analogous to liming a runner in athletics, which 
is known to be reproducible to 0.1 second (or 0.002 minute) by a trained 
time-keeper.

When all the timing is done by one and the same investigator, the pos­
sibility of a systematic error in timing becomes serious. Plie following control 
experiment was therefore designed. Three determinations of the half-life of 
pai37m are carried out with T equal to 0.5, 6.5 and 16 minutes, respectively, 
and /?() equal to 40, 80 and 160 kc/min., respectively. The dead-time bias 
on the half-life value is then the same in each of the three determinations 
(cf. eq. (4) and Table 1). However, a small systematic error in liming must 
bias the first half-life determination relatively strongly and the other two 
only slightly.

Table 1. Data for control experiment on time-keeping. F = 2y'<|.

T F - 1 ^0

h
2

F - In F (rel.)

0.19 0.94 1
2.5 0.47 2
6 0.24 4

Each of the three determinations comprised 25 single half-life measure­
ments and the mean values obtained were 2.558 ±0.004, 2.560 ±0.001 and 
2.560 ±0.002 minutes, the slated figure of uncertainty being in each case 
the root-mean-square deviation 

2(Z| 2 Ù12
n(n- 1)

where /x = single observation
Z> = mean observation
n = number of replicates.

The h value obtained with T = 0.5 minute, namelv 2.558 ±0.004, is 
apparently unbiased in comparison with the other two Zj values. This 
indicates a null systematic timing error with an uncertainty of about ±0.001 
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minute, since a systematic timing error ol' 0.001 minute on T would bias 
the 2.558-minute value by 0.005 minute (cf. eq. (1)), which is of the same 
magnitude as the <rrms of this value and would therefore not normally be 
detected by the control experiment performed.

Thus we may conclude, that under the prevailing conditions of meas­
urement the uncertainty due to the possibility of a systematic error in timing, 
(below the sensitivity of the control experiment) contributes in general

y 0.001 minute

to the overall variance of C.

Radio-Purity Investigation

Consider two samples, identical in test nuclide content, which contain 
an alien radio-nuclide in the relative amounts Ar:l. To a first order approx­
imation the impurity bias on the one sample’s value is then X times 
that on the other. Consequently, the sum of the two impurity biases and 
the difference between them stand in the ratio of (X+l):(Ar-1), and the 
following equation is applicable:

where b*
Zl

= impurity bias on the mean of the two 
= difference between the two C values.

/± values
2

Two samples possessing the above properties can be produced experi­
mentally as follows. Take one sample, the measurement of which is started 
immediately, and another sample composed of 2A of the first kind, the 
measurement of which is started after a delay of N• ti minutes. In com­
parison with the immediate content of radio-impurity in the first sample, 
the content in the second sample at the end of the delay period is dillerent 
by a factor of

A = 2N~N* (7)
where

2V*  =

t] representing the half-life of the alien radio-nuclide.

(8)
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Half-life measurements based on the two types of sample described 
above may be termed immediate and delayed, respectively. When the aver­
age difference, A, between immediate and n2 delayed measurements is 
found to be less than or about equal to the root-mean-square deviation of 
this difference, crrms[zl], then no significant impurity has been detected and 
the measured values possess a null impurity bias. The best result obtain­
able in this case is the mean, Zi, of all z? L + z?2 measurements, but this result 
is of course no more reliable than the null value of its imporitv bias, b 
of which the uncertainty is (cf. eqq. (6) and (7))

2N-N* +1i

°rms!-^ ] — 19N-N*  J "S’ °rms‘l J- (0)

Equation (9) shows clearly that the above-mentioned delay method of 
checking radio-puritv is most uncertain when is close to l\ (i.e., A’* 
close to AT). Fortunately, however, the amount of impurity required to in­
duce a significant bias on the observed half-life value increases rapidly as 
Zi approaches /j , which means that the delay method can be supple­
mented by a direct search for impurities with half-lives near that of the 
test nuclide.

Arbitrarily, we will restrict lo 1.5 • <7rms[JJ. The lower limit of
|Ar-Ar:i!| is then 1 (cf. eq. (9)) and the half-lives of the potential impurities, 
that we will attempt to check by the delay method, are restricted to the 
following “wing-intervals” (cf. eq. (8)):

A' * AT
/i < - ----/i and /i > -/i. (10)- Ar + 1 2 2 AT - 1 2 v ’

In other words, the delay method is considered unacceptable for investigating 
potential impurities belonging to the “centre-interval”

A’ AT
- ti < IT. < h . 

A’ + 1 - 2 A' - 1 2 (11)

It is worth noting, that a null A value conveys sample purity with respect 
to any number or combination of (genetically unrelated) impurities be­
longing to either or both wing-intervals (10), because the apparent half-life 
of a sample containing a radio-impurity increases with time irrespective of 
whether f*  is greater or less than fi, and two or more (independant) A 
contributions will therefore always enhance one another.
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Let the fall-off factor, 2A, of the test nuclide during the delay period be, 
e.g., six. The centre-interval (11) is then given by 0.7 < fi/fi <1.7 and, 
in principle, every radio-nuclide that satisfies this condition must be looked 
for directly in samples of the test nuclide. Table 2 indicates the relative 
amount of any such nuclide required to induce a bias of one part in a thousand 
on the apparent half-life of the test nuclide (when F is also 6).

The relative bias on an observed Zt due to an alien radio-nuclide, c*,  
belonging to the centre-interval 0.7 < K [h < 1.7, is

biasc*[/j.]
Zi

where 2?i: = sum-count of impurity at counting lime 0.

Table 2. The percentage of centre-interval impurity that biases the half-life 
of the test nuclide by one part in a thousand, when F = 6. Calculated by 

use of equation (12).

BIAS OF -1 PER MILLE ON /i BIAS OF +1 PER MILLE ON /i

G/h
2 2 o /

10
2 2 °/Io

0.7 0.3 1.1 1.0
0.75 0.4 1.2 0.5
0.8 0.5 1.3 0.4
0.85 0.6 1.4 0.3
0.9 0.9 1.5 0.2
— - 1.7 0.2

Finally, the presence of an unfortunate combination of genetically re­
lated and unrelated impurities might bias t\ significantly and yet produce 
a zero J value. However, in the work presented here the only nuclides that 
could conceivably be the cause of such a chain etfect are given in Table 3.

Table 3. Genetically related nuclides, two or more of which might con­
tribute to a significant chain effect.

Ra-224 Th-234 Rn-222 Th-227 Ra-225
Rn-220 Pa-234m P 0-218 Ra-223 Ac-225
Pb-212 Pb-214 Rn-219 Fr-221
Bi-212 Bi-214 Pb-211 Bi-213
Tl-208 Bi-211 Tl-209

Tl-207 Pb-209



10 Nr. 8

A special case of genetical contamination is of course the presence of 
some of the test nuclide’s parent in the sample. This does not bias the half­
life of the sample significantly when the parent nuclide is very long-lived 
relative to the daughter, but it does increase the radiation background, H, 
and thereby the natural uncertainty of the observed half-life value as ex­
pressed in equation (3).

Barium 137 m
Previous Results

Several nuclear properties of Ba137m were published in 1949 by Mit­
chell and Peacock*3). Their half-life value was 156 ±3 sec. which cor­
responds to 2.60 ± 0.05 min.

In 1948, Townsend, Cleland and Hughes*4) found the value 2.63 ±0.08 
min. They added sulphate ions to a solution containing Cs137-Ba137m. This 
solution was brought into contact with a piece of solid BaSO4 which was 
subsequently washed, dried and counted. The initial counting rate was 
12 kc/min.

Also in 1948, Engelkemeier*5) reported the value 2.5 min.

Separation Technique

Bai37m js easily separated from Cs137 by elution with basic EDTA from 
Cs137 absorbed on a conventional cation exchange column. The total number, 
27, of Ba137m counts in the sample can be pre-determined by counting the 
drops of eluate included in the sample.

Present Result

240 half-life measurements were made (with F = 6) using a Nal crystal 
and counting all the pulses above the input bias voltage. The main values 
that were found are given in Table 4.

The 110 measurements at 7?0 = 27 kc/min. comprise 55 immediate 
measurements averaging 2.558s ± 0.0015 min. and 55 delayed measurements 
(with 2N - 6) averaging 2.5580 ± 0.0015 min. The difference, Zl, is nil and, 
consequently, no wing-interval impurity was present in the. samples. The 
uncertainty of this conclusion imposes ± 1.5 *cr rms[d] = ± 0.0032 min. on 
the mean of the 110 measurements (see page 8); and the extrapolated 
value of /i must also carry this standard deviation.
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Table 4. 240 measurements of the half-life of Ba137m.

Number of replicates
(n)

Initial count-rate (Ho)
kc/min.

Mean value observed
(Q)

min.

Precision of 
mean value 
(^rmsl^D 

min.

55 160 2.559 0.001
50 80 2.560 0.001
25 40 2.558 0.002

110 27 2.558 0.001
( o 2.558* 0.001 )

* by extrapolation

A previous determination of the half-life of Ba137m had been made using 
a well-crystal detector which was connected to a scaler with a dead-time of 
about 10~7 min. 110 measurements were carried out utilizing F values 
which were proportional to 7?0, so that the counting rate at the stop watch 
moment, T, was the same in all the measurements. However, a variation 
in the dead-time bias of the measured ti values was attained (cf. eq. (4)), 
making it possible to extrapolate to zero dead-time bias. The main values 
that were found are given in Table 5.

Table 5. 110 measurements of the half-life of Ba137m.

Number of 
replicates 

(«)

Rel. dead-time 
correction*

x 103t

Mean value 
observed 

<'P 
min.

Precision of 
mean value 

min.

15 -38 2.573 0.002
15 -23 2.565 0.002
50 -15 2.564 0.001
30 -10 2.560 0.002

( o 2.557** 0.0015 )

* confer equation (4) 
** by extrapolation

The two independent determinations of the half-life of Ba137m agree 
well (compare Tables 4 and 5) and the weighted grand mean is 2.5577 ± 
0.0008 min. or 153.46 ± 0.05 sec., where the standard deviation given does 
not include radio-purital uncertainty. The systematic timing error, according 
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lo expression (5), is less than or about equal to 0.0004 min., which may 
be disregarded.

The previously mentioned centre-interval, 0.7 < t*/t±  < 1.7, corres­
ponds to 1.8 min. < t'i < 4.4 min. in the case of Ba137m. Since the stock 
solution of Cs137 had been aged for over a year before the half-life of Ba137m 
was measured, an alien radio-nuclide belonging to this centre-interval 
could not have existed unless it sprang from a parent or forefather with a 
half-life of at least a month. An investigation of all known* 16) radionuclides 
and their properties showed that only Tl208, Tl209 and Bi211 could have 
been of significance as centre-interval impurities. These three possibilities 
were investigated as follows.

'fl208 and Tl209 emit photons of 2.6 and 1.6 MeV, respectively, whereas 
Bai37m emits 0.7 MeV photons. In an analysis using a 1-channel y-spectro- 
ineter no 2.6 or 1.6 MeV photons were detected in the radiation from Ba137m 
samples. The limit of detection (i.e., was less than 0.02 per cent of the 
total sum-count 27, and the limit of the bias on h. therefore less than 0.1 
part in a thousand (cf. Table 2).

Bi211 emits 5-6 times as many a-particles as y-photons, yet nuclear 
emulsions that were impregnated with drops of Ba137m sample showed no 
a-tracks above background after an exposure period equal to 0. This in­
vestigation also established a limit for the possible amount of chain-cont­
amination (cf. Table 3). By calibration with drops of uranium solution and 
by some conservative assumptions, the uncertainty of ti due to the pos­
sibility of chain-contamination below the limit of detection was evaluated 
at 0.25 per mille, which is negligible compared to the above-mentioned 
±0.0032 min. due to the uncertainty involved in the investigation of wing­
interval impurities.

The final result is thus 2.5577 ± 0.0032 min., or

fv[Ba-137m] = 153.46 ± 0.20 seconds.

Silver 109m
Previous Results

In 1941, Helmholz<6> observed that the process Ag(d,2n)Cd lead to 
the production of a long-lived radio-isotope of cadmium (besides the al­
ready known 7-liour isotope), and a daughter of the long-lived isotope was 
found to have a half-life of 40 ± 3 sec.

Wiedenbeck*7) reported in 1945 that silver nuclei excited by Arrays 
had a half-life of 40.4 ±0.2 sec. due to either Ag107m or Ag109m. The same 
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year, 13radt et alJ8) separated radio-silver from some aged radioactive 
cadmium, which had been produced by the process Ag(p,n)Cd, and found 
a /i. value of 40.5 ±0.7 sec., this was corrected the following year to 39.2 ± 
0.2-0.3 sec.<9).

In 1947 Bradt el al.O°) announced that it had become possible, un­
equivocally, to attribute the /> values 44 and 39 sec. to Ag107m and Ag109m, 
respectively, since Helmholz Oi) shortly before had made use of separated 
(id106 and Cd108 that were irradiated with thermal neutrons.

Finally, in 1951, Wolicki, Waldman and MillerOS) excited a sample 
of highly purified Ag109 and measured the decay rate of the Ag109m by 
photographing the sum-count and the clock every 5 sec. for 5 min. Their 
/i value was graphically evaluated at 40.0 ±1.0 sec.

Separation Technique

AgCl was electroplated onto a disc of platinum gauze by the method 
of Sunderman<13), and Ag109m in solution was separated from its parent, 
Cd109, by exchange with some of the inactive silver ions in the net of AgCl.

Present Result

74 half-life measurements were made (with F = 6) using one of the 
previous counters reinforced by the linear amplifier of the ^-spectrometer 
in order to register the 22 keV X-rays from Ag109. The dead-time of the 
set-up was about 10 //sec. The main values that were found are given in 
Table 6.

* by extrapolation

Table 6. 74 measurements of the half-life of Ag109m.

Number of 
replicates

(n)

T otal 
sum-count 
(V = Ro/4) 

kc.

Mean value 
observed

(Q)
sec.

Precision of 
mean value 
(^rmslQD 

sec.

25 150 40.08 0.04
49 25 39.85 0.05

( o 39.80* 0.06)

The 49 measurements at 27 = 25 kc. comprise 25 immediate measure­
ments averaging 39.89 ± 0.07 sec. and 24 delayed measurements (with 
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2A = 6) averaging 39.80 ± 0.09 sec. The difference between the immediate 
and the delayed series (i.e., A = 0.09 sec.) is insignificant, since orrms[d] 
0.12 sec., and in consequence no wing-interval impurity was present in the 
samples. The uncertainly of this conclusion corresponds to ± 1.5• crrins[zl 
±0.18 sec. on the Zi values (see page 8), and the final result is thus (cf. 
Table 6).

/j [Ag—109mj = 39.80 ± 0.18 seconds

pending the investigation of other possible impurities.
Since the Cd109 stock was aged for 9 months prior to the h measure­

ments on the daughter, the only known(16> nuclide that could have been of 
significance as a centre-interval impurity was 30-sec. Rh106, that emits 10 °/0 
0.5-3 MeV y-pholons. Making use of the 1-channel analyzer, the Rh106 
content in the Ag109m samples was found to be less than or about equal 
to 0.01 per cent which corresponds to a bias of less than 0.1 part in a thou­
sand on Zi (cf. Table 2).

Finally, Cd109 is cyclotron produced, as opposed to Cs137 which is a 
fission product, so an investigation of chain-contamination was considered 
unnecessary in this case (cf. Table 3).

Rhodium 106
Previous Results

In 1946, Seelmann-Eggebert(14> discovered a new radioisotope of 
ruthenium with a half-life of about 12 months. The emission of energetic 
/^-particles suggested the existence of a short-lived daughter nuclide, and 
true enough a radio-isotope of rhodium with a half-life of about 40 sec. 
was found.

In 1951, Glendenin and Steinberg(15> separated aged Ru106 from its 
daughter, Rh106, by HC1O4 distillation and found the half-life of Rh106 to 
be 25-30 sec. In one run they measured the decay of Rh106 remaining in 
the distillation flask (ti = 30 sec.), and in another run the in-growth of 
Rh106 in the distilled Ru106 (7± = 31 sec.). In a third run they filtered out 
the ^-particles and the Bremsstrahlung from the Rh106 radiation and measured 
the y-rays (Zi = 25 sec.).

Separation Techniques

Two different separation techniques were used. The one was Glendenin’s 
distillation procedure modified so as to trap the distilled Ru()4 in HC1O4, 
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whereby it was ready for further distillation. The second technique was 
the absorption of RuO4 vapour as RuO2 on a paper disc held close to the 
surface of a saturated solution of Ru()4 in 70 °/0 HC1O4.

Present Result

The stock of Ru106 was aged for 8 months prior to the measurements on 
the half-life of Rh106. In each measurement about 2 ml of Ru-distillation 
residue were rapidly taken, cooled and counted in a specially constructed 
llat-bulbed, V-shaped pipette provided with capillary stems. This container 
was stood on the aluminium window above a stilbene crystal for detection

Table 7. 23 measurements of the half-life of Rh106 by decay (given in 
chronological order).

Back­
ground

(B)
kc.

Rh-106 
sum-count 

(2?) 
kc.

Average Rh-106 
sum-count

(£)
kc.

Value 
observed

(q)
sec.

Mean value 
and precision 
IQ ± Crmsdp) 

sec.

25 87 30.9
9 80 30.3

22 66 30.8
17 118 30.7
11 46 30.1

5 57 30.3
8 46 30.3
3 97 30.4
5 77 30.6
9 90 30.4
7 51 30.5
7 50 30.5
4 46 30.5
1 41 30.4
6 64 30.4

10 37 30.3
3 48 30.9
2 44 30.5
5 42 30.8
5 46 30.1
3 51 30.7
8 65 30.5
2 55 61 30.8 30.51 ± 0.05
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of the /^-particles from Rh106. The special counting container circumvented 
a previously observed variation of the background counting rate due to 
translocation of undistilled RuO4 within the container during counting.

During 25 consecutive hours, 25 acceptable*  half-life measurements 
were made (with F = 4) on the basis of 30 distillation cycles of a single 
portion of Ru106. Two of the acceptable*  measurements were subsequently 
discarded, because the initial counting rate (calc, from 27) had exceeded 
200 kc/min. and the linearity of the dead-time effect was therefore in doubt. 
The results of the remaining 23 measurements are given in Table 7.

A linear co-variance analysis of the valus for tx and 27 indicates a re­
gression coefficient of 0.0023 ± 0.0024 sec./kc. By extrapolation to 27 = 0 
(i.e., Ii0 = 0) this conveys a dead-time correction on h of —0.14 ±0.15 sec. 
(cf. Table 7). Applying this correction, the resulting mean value for the half­
life of Rh106 - as determined by decay - is 30.37 ± 0.16 sec.

Each measurement of the half-life of Rh106 entailed a re-distillation of 
the stock of parent material, yet there is no chronological trend in the ob­
served h values (cf. Table 7). In this case, radio-purital uncertainty is 
considered to have been insignificant in comparison with the above-mentioned 
uncertainty involved in the dead-time correction.

Finally, Ru106 was separated by the previously described paper-disc

Table 8. 10 measurements of the half-life of Rh106 by in-growth.

^2 *oc -F30 30 ± °rmsl^3o]

6.3 9.4 12.6 1.97
6.2 9.3 12.4 2.00
4.5 7.3 10.1 2.00
7.2 10.3 14.0 1.89
4.7 7.0 9.4 1.96
4.8 7.3 10.0 1.93
5.4 8.4 11.2 2.06
4.0 5.9 7.9 1.95
5.1 7.6 9.8 2.14
8.0 11.3 14.6 2.00 1.990 ± 0.022

7?! = number of kc. during the period from 0 to 15 sec.
/?2 = number of kc. during the period from 30 to 45 sec.
Rx = number of kc./10 during the period from 450 to 600 sec.
T30 = (^oo — ~ -^2)-

* The rather uncontrolable amount of undistilled Ru-106 in the sample was sometimes 
unreasonably large. A measurement was deemed unacceptable in this respect (cf. p. 10) when 
the background sum-count exceeded one third of the Rh-106 sum-count. 
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method from the solution of RuO4 which had been distilled 30 times, and 
10 measurements on the rate of in-growth of Rh10ß were made. In each 
measurement, the loaded paper disc was placed on the aluminium window 
of the detector and covered with an aluminium plate of the same thickness 
as the window. The data that were observed are given in Table 8.

The half-life of Rh106 — as determined by in-growth — may be calculated 
by use of the following equation (compare eq. (1)):

log 2 
k = 30 .

2 logF30

Inserting the value of F30 (cf. Table 8) we lind the t\ value 30.2 ±0.5 sec. 
The weighted mean of the value obtained by in-growth and the previously 

mentioned value obtained by decay gives the final result:

/i[Rh-106] = 30.35 ± 0.15 seconds.
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Synopsis

Projected ranges are calculated for low-energy light particles in heavy substances (e.g. 
20 keV deuterons in gold), together with straggling in projected range, assuming randomness 
of stopping material. The projected range turns out to be considerably less than the range along 
the path, and the distribution in projected range is very broad. The range ratio RP/R as well 
as the relative straggling ARy/Ry, are independent of stopping substance when a reduced 
energy measure, e, is used, and are not strongly dependent on the atomic number of the 
projectile.

As an extension of earlier work are presented range-energy tables covering a large number 
of combinations of incoming particle and stopping substance.
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§ 1. Introduction

lie purpose of the present paper is to study in detail some aspects of 
range distributions and thus to supplement the results in a previous 

paper, “Range Concepts and Heavy Ion Ranges” (Lindhard, Scharff and
Sciiiott (1963)-in the following referred to as LSS). Of the problems 
treated in the following, one arose from a discussion of the recent measure­
ments by Ciiu and Friedman (1965), where projected ranges were ob­
served for 20 keV deuterons in aluminium and gold. The projected ranges 
found by Chu and Friedman were considerably smaller than the theoretical 
range along the path, which was somewhat unexpected since the ranges of 
light particles as protons, deuterons, etc. are normally little influenced by 
scattering effects. In §2, consequently, the projected range is calculated 
as function of energy in the case of « Z2, where Zx and Z2 are atomic 
numbers of incoming particle and stopping material, respectively. It is 
shown that, at low energies, the projected range may become an order of 
magnitude less than the range along the path. Calculations giving the fluc­
tuation in projected range are also included.

In § 3 are presented numerical calculations on range along path as 
function of energy, performed since the appearance of LSS.

Integral equations describing the distribution in projected range are 
discussed in the Appendix. Il should be emphasized that calculations in 
LSS, as well as in the present paper, are based on the assumption of 
randomness in the stopping substance. Caution should therefore be observed 
in comparisons between these theoretical results and experimentally deter­
mined ranges in crystals, where special directional effects may come into 
play, cf. e.g. Kornelsen et al. (1964), and Lindhard (1965).

General aspects of projected range calculations

An energetic charged particle loses energy by electronic and nuclear 
collisions, but is deflected by nuclear collisions only (Bohr, 1948). At high 
particle velocities the electronic stopping is completely dominating, the 
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nuclear stopping being ~ 103 times smaller than electronic stopping. This 
picture is valid for e.g. a-particles from radioactive decay, and in general 
for v > i’L = v0Z2, where v0 = e2/h . At lower velocities, i.e. u < i\, 
the electronic stopping is nearly proportional to velocity (Lindhard and 
Scharff, 1961) and may still remain dominating for < Z2. For heavy 
particles, and with decreasing velocity, nuclear slopping gradually takes 
over relative to electronic stopping to form the major part of the energy loss.

Accordingly, it is natural, when calculating projected ranges, to divide 
in two groups. In the first group the total range is determined by electronic 
stopping solely, the nuclear collisions being responsible for scattering only. 
This is the simplest case, the solution of which is well-known for light 
particles at high energies, e.g. MeV-protons, a-particles, etc. It is also the 
case to be discussed in the following, but for particles al low energies.

In the second group the energy loss in nuclear collisions is an essential 
part of the total energy loss, so that the total range is partially determined 
by nuclear stopping. This case, which is the more complicated except when 
electronic slopping is much less than nuclear stopping, was treated in LSS.

Brief review of the main features of LSS

In LSS a comprehensive theoretical treatment of range-energy relations 
for slow heavy ions was attempted. The treatment was based on a universal 
nuclear stopping cross section, Sn, calculated from a Thomas-Fermi model 
of the interaction between heavy ions, and an electronic stopping cross 
section, Se, proportional to v, the velocity of the incoming particle.

When energy and range are measured in the dimensionless parameters 
e and Q, where

(0

(‘2)

(a being the screening parameter in the Thomas-Fermi potential a = a0- 
0.8853 (Z3/3 + Z2/3)_1/2) the nuclear stopping power, i.e. ÇdEfdQ)n is a func­
tion of £ only, independent of incoming particle and stopping substance 
(Fig. 1). In the same units the electronic stopping power is represented by 
(dE/d(k)e = kt:12, where
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Figure 1. Nuclear and electronic stopping powers in reduced units. Full-drawn curve represents 
the Thomas-Fermi nuclear stopping power, the dot-and-dash lines the electronic stopping, (3), 

for k = 0.15 and k = 1.5.

0.0793 • Z|/2Z2/2(A1 + A2)3/2 ...u £■_________1__ 2X1___ 27 . t -, yi/6
(Zf/3 + Z2/3)3/4 • A3'2 • 42/2 ’ 1 '

k is of order of 0.1 -0.2 for ZL ~ Z2, and only when Zx « Z2, can k 
become larger than unity. The estimate, (3), of k, which is based on 
Thomas-Fermi arguments, gives a good over-all til lo experiments. Oscil­
lations around the theoretical A'-value, due to atomic shell effects, have 
been observed, especially for low atomic numbers (Ormrod and Duck­
worth, 1963; Fastrup, Hvelplund and Sautter, 1966). Two represent­
ative cases of electronic stopping, i.e. k = 0.15 and k = 1.5, are included 
in Fig. 1. The nuclear stopping power calculated from an inverse second 
power potential between the atoms is also included. This stopping power 
turns out to be constant, leading to a linear range energy relation (Boiir, 
1948; Nielsen, 1956).
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By numerical integration of the inverse total stopping power, ((de/do)n + 
(de/c/p)e)_1, for different values of the electronic stopping parameter, k, 
curves ö = pAy) were obtained and plotted in LSS. The range ö is the total 
length of the particle path. The penetration depth (projected range) is less 
than this quantity - the more so the larger the mass ratio // = ■ I h(‘
ratio qpIq was calculated by a series development to first order in // for 
it « 1 and in a few cases for /t = 1 and // = 2 .

§ 2. Light Particles in Heavy Substances
Mean projected range

The equation governing the average projected range may be written 
down directly (cf. LSS) or may e.g. be derived from the equations describing 
the distribution in penetration depth, cf. Appendix. The equation is

1 = -v | ^,e(7^(^) - Rp(E~ T) ■C()S <?)> (4)

where A' is the number of target atoms per cm3, dane is the differential 
cross section for a collision specified by energy loss to the nucleus and 
277’^ to electrons, T = Tn + XTei, and cp is the deflection angle in the 
i i
laboratory system.

Solution of equation (4) now proceeds as in LSS. The first approximation to fie 
introduced is a series development to first order of the term lip(E - T). Since

4M]_M2

and 7 « 1 in the case of 4A7r « A/2, this is permissible. Moreover, the differential 
cross section favours strongly small energy transfers, Tn « yE, and, further, energy 
loss to electrons in a single collision is always small compared to particle energy. 
Equation (4) then reads

1 = Kp(E)-N dan>e(l - cosy.) + dE
•A’J Tcosy. (5)

By introducing the quantities
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dan e(l — cos 92),

the solution of equation (5) may be written as

(6)

(7)

Equ. (7) should be a good approximation to the average projected range when y 
is small.

In case of /t = M2/Mi « 1 (in which case also y « 1) the scattering 
angle <p is always very small, and Rp is not much different from R. When, 
on the contrary, pt » 1 , there is a possibility of large scattering angles, 
and one cannot beforehand exclude the possibility that the projected range 
becomes considerably smaller than the path length.

In order to estimate Åtr and Str in (6), we separate electronic and nuclear 
collisions, i.e. we put dan e = dan + doe, noting that <p = 0 in electronic 
collisions, while in nuclear collisions (p is given by

cos? - (l-1 1 when y «1. (8)

We thereby obtain

ß2(E) - J t>„

2 ’ E

(9)

Since k Z 1, for Zx « Z2, the electronic slopping is a major part of 
the energy loss even at very low energies (cf. Fig. 1). We then disregard 
nuclear stopping compared to electronic stopping and put Str = Se(E).

In actual calculations it is convenient to introduce the variables q and 
e given by (1) and (2). With this rescaling of units equation (7) may be 
written
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!?p(£) _ 1 f (1e' f de"(/Ltl2)(dE"/dQ)n
Qc(e) oe(e) J (dE'/do)e J (dE"/d())e- e"

o Le
(19)

Since we have neglected unclear stopping compared to electronic stopping, 
Qp(s), given by (10), should be compared with the extrapolated electronic 
range, Qe(e) = 2/c-1 e1/2 (cf. § 3), and although the absolute value of qp(e) 
might be somewhat in error, the ratio @P(e)l@e(e) is expected to be rather 
accurate. Moreover, it may be shown that, if the nuclear stopping con­
tributions to Str are not neglected compared to electronic stopping, the 
ratio between projected range and range along path is very nearly equal to 
^®(£)/^e(£)’ as given by eQu- (19). Accordingly, we drop the subscript e in 
Qe(k), simply writing q (e')Iq(e).

Inserting (dE/do)e = ke112 in (19), we notice that ^P(e)/p(e) depends on 
the parameters y and k through the ratio /i/k only; moreover, this ratio is 
very nearly independent of the target material for a specified projectile. 
We may then, by a single integration, calculate e.g. the projected range of 
protons in all heavy materials. Equ. (10) may be solved analytically if 
(dE/do)n is equal to a constant, z, corresponding to the r_2-potential between 
atoms. One then finds

2P(£) 
ë(£)

1 - xexEi(x), x (H.)

where z = 0.327 (cf. Fig. 1), and the exponential integral 
by

Ei(x) is defined

Formula (11) is expected to be fairly accurate for e-values less than 
~ 5 (cf. Fig. 1) and to overestimate the nuclear stopping at higher energies, 
thereby giving loo small values of qpIq . For large values of .r, i.c. for low 
energies, we may use the approximate relation

p(e) x \ x) (12)

In Fig. 2 are shown qp/q given by (11) together with a numerical integration 
of (10) using the Thomas-Fermi nuclear stopping power. Curves are pre-
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Figure 2. Projected range corrections for protons (/z/A: = 13.1), and deuterons (/z/A: = 18.3).
Dashed curve represents the analytical solution (11) for deuterons, i.e. corresponding to constant 

nuclear stopping power.

sented for protons (ß/k = 13.1) and deuterons (ß/k = 18.3). Il is remark­
able that the dependence on ß/k is not very strong, and, moreover, that 
values of fi/k for other light particles fall in between those for protons and 
deuterons. Accordingly, an uncertainty in the theoretical estimate of k does 
not affect the value of qp/q in first approximation.

In case of mixed stopping substance, one may estimate the projected 
range by rather simple averages. If there are two elements, a and b, in the 
tai get, one finds Rp lïp^a‘ Rp bIÇxa' Rp^b +(1 ^a)^p,a)’ ^'heie ^p,a and 
Rpb arc the projected ranges in a and b, and xa and 1 -xa are the relative 
abundances of a and b. The formula is valid if Rp in the pure elements of 
the stopping substance is proportional to a common power of E, which 
is the case when Ax is much less than the mass number of both a and b. 
In LSS a similar formula was quoted for the range along path in a mixed 
substance.

It should be mentioned that we have used a velocity proportional elec­
tronic stopping power. This approximation is valid for ~ zq = v0-Z^/3 
corresponding to E V E± = Ay-Z^13 - 25 keV. Note that the corresponding 
maximum permissible e-value, £1, for a specified particle decreases with 
increasing Z2. In cases of interest it turns out that £x ~ 50. For E > Ex, 
the stopping power goes through a maximum and then decreases, joining 
smoothly the Bethe stopping power curve. In this region the nuclear 
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stopping is determined by Rutherford scattering, i.e. in e-units (de/d())n 
l/2s-ln (1.29c), (e 10). Therefore, the ratio between electronic and 

nuclear stopping is nearly a constant, of order of 103. It turns out that we 
can pul, with close approximation for e A 10- fy,

ëP(£) = ë(£)-ë(£i) '■ ëp(£i)- (13)

Equ. (13) leads to the familiar conclusion that scattering is a low energy 
phenomenon, so that the path at high energies is a straight line in first 
approximation. We find immediately

= t _ë(£i)-êp(£i) (14)
ë(£) ë(£)

From this equation it is seen that 2p(£)/^(£) increases more rapidly for the 
true electronic stopping than for the velocity proportional stopping, since 
the former case gives a larger range than does the latter.

Formula (13) may be used in an intermediate energy region, where 
the correction from true to projected range still is Z 5°/0. In this region it 
gives directly the correction to a measured projected range, namely the 
constant term @(£1)— £?p(£i)> wbich in actual cases may be calculated by 
means of Table 2 and Fig. 2. For very high energies (~ 1 MeV for protons 
e.g.) the correction ^(/i) - {?p(£i) is negligible, and the difference R — Rp is 
determined by the small multiple scattering at high energies.

Fluctuations in projected range

A projected range becomes smaller than the corresponding true range 
if the particle during slowing-down undergoes numerous collisions with 
appreciable deflections. Because of such deflections the width of the 
distribution in projected range may be considerable, and it is therefore of 
interest to calculate e.g. the fluctuation in projected range. Equations 
governing fluctuations are derived in the Appendix, and it turns out to be 
necessary to treat simultaneously the average square of the projected range, 
Rz, and of the perpendicular range R*.

'fhe equations are of the same type as equ. (4), and may be solved by 
the same approximations if one knows the average projected range, which 
enters as a source term. In Fig. 3 arc shown the results of numerical calcu­
lations for protons and deuterons. The curve illustrating the relative straggling 
in projected range shows that at low energies, i.e. e Z 1, the distribution
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Figure 3. The square of absolute and relative straggling in projected range for protons and 
deuterons, calculated by means of the Thomas-Fermi nuclear stopping power (Fig. 1).

becomes very broad, actually the full width at half maximum is expected 
to be larger than the average value by a factor ~ 2-3. It is therefore ex­
pected that a fraction of the incoming particles is ejected from the target.

Comparison with experiments

The distribution in projected range of N15 ions (p/k 13.5) with energies 
0.5-6 MeV has been measured in Au by Phillips and Read (1963). The 
depth distribution was found by observing the yield of a resonance in the 
N15 (p, ay) C12 reaction. The present theory should apply with some reser­
vation (à = 0.95, so that nuclear stopping is not quite negligible), and the 
average projected ranges agree with theory within ~ 10°/0. The theoretical 
straggling, (Jp2)1/2, is larger than the experimental value found by measuring 
the width of the Gaussian part of the distribution by ~ 20 - 50 °/0. This 
result is not very surprising, since the distribution is not a Gaussian, and 
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a skewness in the distribution may contribute essentially to the straggling. 
Chu and Friedman (1965) measured, by use of the D-D fusion process, 
the penetration in Al and Au of 20 keV deuterons in different molecular ions 
(D+, Dq, HD+, etc.) and found the distribution to depend on the molecular 
stale of the incoming deuterons. Such effects are not fully understood. 
Qualitatively, the average projected range and the straggling agree with 
theory. In both cases the velocity proportional stopping may be applied.

§ 3. Length of Particle Path

Since the appearance of LSS a large number of different range measure­
ments have been performed, and some of the curves presented in LSS 
have been used in the analysis of experimental results. In order to compare 
more precisely theory and experiments, I have calculated several range­
energy curves for A’-values other than those presented in LSS.

At low energies, (e < 1) , and not too large values of the electronic stopping 
parameter, k, k < 0.5, the nuclear stopping is dominating. Therefore, the curves 
Ö = ofc(e) for different k-values 0.1 < k < 0.5 are closely spaced and inter­
polations for intermediate A’-values are easily performed. At higher energies, where 
the electronic stopping becomes the more significant energy loss mechanism, 
another plot is more appropriate, cf. LSS. If nuclear stopping is disregarded, the 
range is given by the extrapolated electronic range

o

£

As shown in LSS, oe is given by

Og(f) = Ofc(r) + Z1(A’,e), (16)

where the nuclear range correction zl may be calculated simply by means of the 
stopping powers, zl is nearly constant at high energies. In case of velocity propor­
tional electronic stopping, the extrapolated electronic range is given by oe(s) = 
2//c-eV2.

Values of o/e) for 0.002 < e < 600 for several Å'-values in the interval 
0.05 < k < 1.6 are presented in Table 1. The function (ds/d())n is also 
included. In Table 2 are given values of the function (k/2) • d(k ,e) for 
1 < s < 600 for the same Å'-values. The asymptotic values of Zl al high 
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energies are shown in Fig. 4. Some of the results in Tables 1 and 2 were 
utilized in plotting the curves presented in LSS.

The range straggling, zlo^(e), was also calculated in LSS for a few 
values of k. At low energies, where Se « Sn, a small error in A is not signif­
icant, but al high energies it is of interest to eliminate, as far as possible,

uncertainties in the theoretical estimate of A'. It (urns out that in the case of 
straggling the quantity Aq^q^ is a slowly varying function of k. Accordingly, 
a value of this quantity, obtained from LSS, may be compared with an 
experimentally determined average range to give a more precise estimate 
of J??.
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Table 2.
Nuclear range correction, A’/2e), cf. (16).

A 0.05 0.08 0.09 0.10 0.11 0.12 0.13 0.14 0.15 0.16 0.18

1 0.94 0.91 0.90 0.89 0.88 0.87 0.86 0.85 0.84 0.83 0.82
2 1.29 1.22 1.21 1.19 1.17 1.15 1.14 1.12 1.10 1.09 1.06
4 1.72 1.60 1.57 1.53 1.50 1.47 1.45 1.42 1.39 1.37 1.33
6 2.01 1.84 1.79 1.73 1.70 1.66 1.63 1.59 1.56 1.53 1.47
8 2.22 2.00 1.94 1.88 1.84 1.79 1.75 1.71 1.67 1.63 1.57

10 2.38 2.12 2.06 1.98 1.94 1.88 1.84 1.79 1.75 1.71 1.64
20 2.83 2.45 2.35 2.26 2.19 2.12 2.06 2.00 1.94 1.89 1.81
40 3.18 2.68 2.57 2.45 2.37 2.29 2.21 2.1 1 2.08 2.02 1.92
60 3.34 2.79 2.66 2.53 2.45 2.36 2.28 2.21 2.14 2.09 1.97

100 3.48 2.88 2.75 2.61 2.52 2.42 2.34 2.26 2.16 2.13 2.02
200 3.60 2.96 2.80 2.68 2.59 2.47 2.39 2.31 2.20 2.16 2.05
400 3.68 3.00 2.83 2.71 2.62 2.50 2.42 2.36 2.23 2.19 2.07
600 3.71 3.02 2.85 2.72 2.66 2.52 2.46 2.38 2.24 2.20 2.09

0.20 0.22 0.25 0.30 0.40 0.60 0.80 1.0 1.2 1.6

1 0.80 0.78 0.76 0.73 0.67 0.59 0.52 0.47 0.43 0.37
2 1.03 1.01 0.98 0.93 0.84 0.71 0.63 0.56 0.50 0.42
4 1.28 1.25 1.20 1.12 1.00 0.83 0.72 0.63 0.57 0.47
6 1.42 1.37 1.31 1.22 1.08 0.89 0.76 0.67 0.60 0.50
8 1.51 1.46 1.39 1.29 1.13 0.92 0.79 0.69 0.62 0.51

10 1.57 1.52 1.44 1.33 1.16 0.95 0.80 0.71 0.63 0.52
20 1.73 1.65 1.56 1.4 1 1.25 1.00 0.85 0.71 0.66 0.55
40 1.84 1.74 1.64 1.50 1.30 1.03 0.87 0.75 0.67 0.56
60 1.88 1.79 1.69 1.54 1.32 1.05 0.88 0.77 0.69 0.56

100 1.92 1.83 1.71 1.57 1.35 1.06 0.89 0.77 0.69 0.56
200 1.94 1.85 1.7 1 1.58 1.36 1.07 0.90 0.78 0.69 0.56
400 1.96 1.87 1.76 1.61 1.37 1.08 0.90 0.78 0.69 0.56
600 1.98 1.88 1.77 1.62 1.38 1.08 0.91 0.78 0.70 0.56

Appendix
Distribution in Projected Range

When a beam of particles is stopped in a substance, the individual paths 
of the particles are very different from each other. It is possible in principle 
to find the final distribution in space of the particles by means of electronic 
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computers, but with increasing energy of the particles and increasing number 
of atoms in the slopping material, such calculations become very intricate 
and expensive.

One may, however, derive analytical expressions governing the distri­
bution in projected range, Rp, and in the perpendicular range, Z?±. These 
expressions are integral equations, which are difficult to solve. Instead of 
attempting a direct solution, it is more fruitful to transform the distribution 
equation into equations describing the moments of the distribution. The 
latter may be solved by means of fair approximations, thereby supplying 
some information about the distribution functions too.

Consider a particle (Z1,A1) with energy E, moving in a substance 
(Z2,A2) in a direction specified by the angle d with a certain direction in 
the substance (e.g. the surface normal), which is chosen as the z-axis. 
Define now a distribution function p(E,z,cos d) such that p(E,z,cos d)dz 
represents the probability that the final z-value comes between z and z + dz.

Define analogously a distribution function q(E,r,cos d) such that 
q(E,r,cos d)-27trdr is the probability of finding the final distance from 
the z-axis between r and r + dr. The moments are given by

oo

<zw> - <7Ç(E,cosfl)> = p(E,z,cos d)-zmdz, (A.l)
— oo

00

(rmy = (R™(E, cos'&'yy = f q(E,r, cos d)- 2ztrm + 1dr, (A. 2) 

o

where we have introduced the expressions Rp(E, cos $) and R±(E, cos #) 
for z and r, respectively. Clearly, Rp(E,cos d) is to be interpreted as the 
penetration depth of a particle originally moving in a direction specified by 
the angle d, and R(E,cosd) is the final distance from the z-axis of the 
same particle.

Integral equations for p(E,z,cos d) and q(E,r,cos d) may be derived 
in analogy to the derivation of equation (3.1) in LSS, i.e. the equation 
governing the distribution in range along the path. We find readily

dp(E,z, cos d)
cos d-------------

dz
2~l

4M IM7'"

0

cos#cosç> + sin d sin cp cos a) — p(E, z, cosd) ,
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sin #---- —
dq(E,r, cos#)

dr
(A.4)

o

where 9? is the deflection of the incoming particle in die laboratory system, 
a being the azimuthal angle.

Equations (A. 3) and (A. 4) are valid under the same conditions as the 
corresponding equation (LSS (3.1)) describing the distribution in range 
along the path, i.e. the stopping substance should be a “random” system, 
fhe equation mentioned is contained in (A. 3), as may be seen by 
neglecting the angular dependence in (A. 3), putting & = 0. The same ap­
proximations as those introduced in the solution of the former equation 
may be employed in (A. 3) and (A.4), i.e. we assume that the energy 
losses to electrons are small and separated from nuclear energy losses.

We shall not introduce the approximations at this stage, but at once 
turn to the moments of the distribution. Multiply (A. 3) by zm and integrate 
over all z; analogously multiply (A. 4) by 2%r/ft + 1 and integrate over all r, 
to obtain the formulae

- in ■ cos 0 cos #)>

(A. 5)

0

— (m + l)sin# <7?2i_1(/ACOs#)>

0

(A. 6)

The connection of the ranges (E, cos #) and /? (E, cos #) to the more 
interesting expressions Rp(E) and E±(E), i.e. the ranges corresponding to 
initial angle # = 0, is given by Eig. 5.

Rp(E, cos = Ep(E) • cos # + E±(E) sin # • cos/?,

R±(E, cos#) = {[Ep(E)sin # + R1(E)cos^cos/?]2+[E±(E)sin/?]2)12. 
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where ß is an azimuthal angle which is randomly distributed. We are 
interested in the case where the particle initially moves in the z-direction, 
i.e. we put ft = 0 in (A. 5) and (A. 6):

Figure 5. Illustration of connection between different range concepts.

m <ß™-\E)> - N jd<Jn_e{<R^(E))-(R"(E-T,cos (A.7)

0 - N j danie{<R^(E)>-<.R^(E-T,eosV)>}. (A.8)

(A. 7) yields, for m = 1, the simple equation (4) for the average projected 
range, and m = 2 yields the two coupled equations

25,(E) - 7)510^} (A.9)

0 - N j don> e [ E2(E) -R2 (E - T) sin2 <p-R*(E-  T)------- 1----- k (A. 10)

By introducing the ranges E2 = E2 +E2 and E2 = E2 — -^E2, (A. 9) and 
(A. 10) finally read (cf. LSS)

25,(E) - ïVjd<7,,e{Ëf(E)-ËJ(E-T)} (A.ll)

25,(E) - Aj'd<z„,e{Ë2(E)-(l-|sin2¥,)R2(E-7’)}, (A.12)

which equations may be solved separately if the source term Rp(E) is 
known, thereby giving E2 and E2.
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2 — 3 per cent, and the absolute accuracy of the evaluated electronic stopping cross sections is 
better than 8 per cent even in the most extreme cases (low energy and high Zj).
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Introduction

The basis for a theoretical description of the energy loss of heavy ions 
penetrating matter was laid by Boiir(1>. In his treatment, the stopping 
process is due to two distinct mechanisms: inelastic collisions with the 

electrons of the target atom, and elastic collisions with the target atom as a 
whole. The inelastic processes are dominant at high velocities, v » v'q, 
where the well-known Bethe-Bloch formula applies, while the elastic pro­
cesses are almost completely responsible for the slowing-down of the ion 
at low velocities, v ~ u0. However, theoretical studies of an electron gas 
by Fermi and Teller(2) and by Lindhard<3> indicate a non-vanishing 
electronic stopping component even at low velocity.

Unlike chemical reactions, atomic collision processes are quite violent 
disturbances of atoms, so the effects due to atomic shell structure, chemical 
properties, charge exchange, etc., should normally be of secondary im­
portance for heavy ions. This makes it attractive to apply statistical methods 
as a basis for theoretical studies. Firsov<4> and Lindhard and Scharff<5) 
have used Thomas-Fermi arguments to evaluate the electronic stopping 
cross section at low velocity, and the over-all agreement with experimental 
results is good.

Employing the Thomas-Fermi arguments, Lindhard and Scharff 
obtained for the electronic stopping cross section

valid for projectile velocities v less than p0Z^3. Here, £e is a constant of order 
1—2 which may vary approximately as Z[16.

Becenlly, Ormrod et al.(6) have subjected the Lindhard theory of elec­
tronic stopping to a systematic experimental test in carbon and aluminum 
films at low energy, E < 140 kev. Although the over-all agreement with 
theory is reasonably good, they found a striking oscillatory behaviour of

v0 is the electron velocity in the first Bohr orbit of hydrogen.
1*  
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Se as a function of Zr for a common projectile velocity v ~ 0.41 v0. It is 
tempting to associate these periodic deviations with the atomic shell structure 
of the penetrating ions. However, quantitative theoretical calculations have 
not yet been made.

As the heavy-ion accelerator al the University of Aarhus(7) is well-suited 
for the production of ions of nearly all elements with energies up to 
approximately 1 Mev (doubly charged ions), it was decided to extend further 
the empirical information of the stopping process of heavy ions in carbon 
films. It was of particular interest to study the oscillation of Se at even 
higher projectile velocities where it is expected that the shell structure of 
the ions is less important*.

Apparatus

The Aarhus 600-kv heavy-ion accelerator, provided with a universal 
ion source, furnished the projectiles for these experiments. By means of 
(p,y) resonances in F19 and Al27 targets and a (p,a) resonance in a B11 
target, a preliminary energy calibration was carried out.

Figure 1 shows a schematic diagram of the experimental set-up. After 
acceleration and deflection in the bending magnet, the ion beam is parallel- 
collimated by movable apertures (a) and (b) to within 1 /3 degree. At the 
entrance and the exit ports of the target chamber, in which the films are 
situated, liquid-air traps are fitted to minimize the build-up of any surface 
contamination. The operating pressure in the target chamber is 10-5 Torr 
or less.

Attached to the target chamber is a special film holder enabling inter­
position of one or several (up to eight) areas of two different films in the 
path of the particles at the objective position of the analyzing magnet. 
With this device, the position of a film can be reproduced for successive ion 
bombardments.

The beam path in the accelerator is horizontal, whereas the plane of 
the deflection in the analyzer is vertical. The analyzer is a 90° sector magnet 
with two-directional focusing obtained by the use of inclined pole piece 
edges.

* Recent range studies at this Institute by J. A. Davies, L. Eriksson, and P. Jespersgaard, 
the results of which have been published (in part) in Nucl. Instr. Meth. 38 (1965) 245, have shown 
the same type of oscillations of Se. In their experiment, an oriented tungsten monocrystal was 
bombarded by ions with Z, = 11, 15, 18, 19, 24, 29, 35, 36, 37, 54, and 55 at energies between 
70 kev and 1500 kev. Due to channeling, the nuclear stopping was negligible compared with 
the electronic stopping.
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FARADAY CUP

Fig. 1. The experimental arrangement, a), b), c), and d) indicate the limiting apertures in the 
set-up.

The entrance slit to the Faraday-cup detector at (d) is approximately 
5 mm wide and perpendicular to a plane which contains the trajectories of 
the ions through the analyzer, providing an energy resolution AE/E better 
than 0.5 per cent.

For the measurement of the relative changes in the magnetic field of 
the analyzer, which we use to determine energy losses, an instrument in­
corporating a Hall element with linearity better than 0.2 per cent was 
constructed.

Experimental Method

The energy loss suffered by protons penetrating the carbon film is used 
to determine the film thickness. The thicknesses ranged from about 6/zg/cm“ 
to 23 /zg/cm2 for the films used in the heavy-ion experiment. In order to 
make a preliminary calibration of this technique, two thicker films 
(~ 30 /zg/cm2) of known areas were weighed on a microbalance to about 
± 1 /zg. Subsequently, a mean energy loss was obtained for 150-kev protons 
for each of these two films. Energy loss measurements were made on four 
different areas of both films.
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1 he 150-cm radius 75° sector bending magnet is used to define the 
mass of the projectiles entering the target chamber. With no Him in the path 
of the ion beam, the projectiles are deflected by the field of lhe analyzing 
magnet into the Faraday-cup detector (refer to Fig. 1). Both with and 
without the film placed in the beam path, the analyzer field is adjusted 
for maximum response at the Faraday-cup detector with respect to the 
energy distribution profiles. The width of the incident beam energy profile 
is almost completely accounted for by the combined resolution of the 
analyzer and the slit al lhe detector.

In this experiment we measure the most probable energy loss, AE0, 
defined as lhe difference between the energies of the maxima of the incident 
and the emerging beam profiles. The observed stopping cross section per atom, 
So, is then assumed to be given by the relation

1 AEq 
0 ~ N AR

at the mean energy E = Et — AE0/2, where Et is the energy of the projectiles 
incident upon a film. Here, N is the number of carbon atoms per unit 
volume, and AR is the film thickness. In all cases reported here, the ratio 
AEq/AR is a good approximation to - dE/dR.

We determine AE0 by the following technique, based on the assumption 
that the energy E of the beam transmitted by the magnetic analyzer is related 
to the field B of the analyzer, by the equation E = kB2, where k is a constant. 
Employing this relation, we have

AE0 = E^-AB/B^AB/B.,

where B{ is lhe analyzer magnetic field corresponding to the peak Et in 
the energy distribution without film, and ABB- is lhe corresponding relative 
reduction in magnetic field for the transmitted beam. We then obtain

where No, zl.r, and .12 are Avogadro’s number, the film surface density in 
grams/cm2, and the gram-atomic weight of carbon, respectively'.
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Data Treatment

The electronic stopping cross section Se is obtained by subtracting the 
nuclear stopping cross section S*  from the observed stopping cross 
section So, i.e.

ENERGY - keV
Figure 2. Energy distribution of Ar40 ions emerging from a 6.7 /tg/cm2 carbon flim through the 

aperture in front of the magnet. The energy of incident ions is 200 kev.

The energy profile of the beam emerging from a foil consists of two 
parts: a Gaussian distribution due to soft collisions, and a tail resulting 
from violent ones. According to Bohr*1* and Williams*8*,  we may assume 
that the Gaussian distribution accounts almost exclusively for the peak 
position of the observed distribution, whereas violent collisions result in 
anomalously large energy losses and add to the tail only, see Fig. 2.

The most probable energy loss of the ions traversing the foil corresponds 
to the sum of the mean electronic energy loss, AEe, and the most probable 
nuclear energy loss, JE^, i.e.

JE0 ~ ZlEc + ZlE*.
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Here,

where A'J7? is the number of atoms per cm2 and da is the differential cross 
section for an energy transfer T.

According to Bohb(1), is roughly equal Io the standard deviation 
of the Gaussian nuclear energy loss distribution, Q*,  i.e.

(T*) 2 (.Q*) 2 ~ AvH/j 7'2</u, provided ZlE0 « EP
o

As shown in the Appendix, the nuclear slopping cross section S*  is found 
to be

ï

4 1RTda = 2.57- KF16 7(e:i:) ev • cm2/atom,* (1)

where /(e) = — (the nuclear slopping cross section in reduced units(5)), 
do

E is measured in kev, and e*  is derived from the equation

£*
I x2f(x)dx

p, ;;:x = 0 ______  =___ J____
(e‘i:)4 NARjtd2

Fhe function F(e*)  has been calculated numerically by using the 
Thomas-Fermi differential scattering cross section* 9). The result is shown in 
Fig. 3.

So far, the effect of the small acceptance angle of the analyzing magnet 
has not been considered. The energy profile of the particles emerging from 
I he foil within the acceptance angle is different from the energy profile of

* In the present experiment, T*  is always much smaller than the maximum energy transfer 
7'max = 4Af1Af2E/(A71 + Af2)2, and hence is much smaller than the total nuclear stopping 

Tmax
cross section Sn = J Tda. For example, in the case of 90 kev Ar ions penetrating a 7.5 /ig/cm2 

0
carbon foil, the ratio between T*  and Tmax is approx. 0.025, and the nuclear stopping cross 
section corresponding to the peak of the Gaussian nuclear energy loss, is only one fifth of 
the total nuclear stopping cross section, Sn.
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Figure 3.

all particles emerging from the foil. Particles which have experienced violent 
collisions with target atoms are scattered ont of the acceptance angle and 
do not contribute to the observed energy loss distribution.

To see that the nuclear energy loss formula, eq. (1), is still valid in the 
case of a small acceptance angle, we must show that although the tail may 
be radically changed, the Gaussian nuclear energy loss distribution is 
unaffected.

The multiple scattering (angular) distribution of the particles emerging 
from the foil, see Fig. 4, is divided into a Gaussian peak and a tail. Collisions 
with individual deflection angles ç? less than <p*  produce the Gaussian
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Figure 4. The angular distribution of ions emerging from the foil. Ô6 indicates the acceptance 
angle of the analyzing magnet.

ION
BEAM

distribution and account for the angular distribution for angles 3 smaller 
than the half-width of the Gaussian distribution. Collisions with deflec­
tion angles larger than (p*  produce a tail distribution which prevails for 0 
larger than Ï7*.

The acceptance angle of the analyzing magnet Ô3 is much smaller (one 
tenth) than the width V7?.

A good first order estimate of is the half-width of the Gaussian di­
stribution, i.e.

(7*) 2 ~ (ÿ7*) 2 ~ AMT? f <p2da, (2)

o

where da is the differential scattering cross section for an angular deflection <p. 
For <p*  « 1, which is normally fulfilled, (ç>*) 2 A2T,2/(A1E), where 7’2

is the maximum energy transfer to the target atoms in a single collision with 
the ions admitted to the analyzing magnet, and At and A2 are atomic 
weights of the projectile and the target, respectively. In fact, T2 is the 
maximum energy transfer if the multiple scattering angle 3 is smaller than 
approximately V7*.

If, for instance, the differential scattering cross section for a Thomas- 
Fermi potential* 5) is used, eq. (2) may be solved with respect to <pv and T2-

In all cases reported here, it turns out that T* 2 » 7’[ ; in fact 7’2 7 7\,
which confirms the choice of as the upper limit in the integral in eq. (1). 
This partly explains how the observed energy loss distribution may be 
asymmetric. Cases where the ions have experienced two or more violent 
collisions and reappear in the forward direction will also contribute to the 
tail.
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From the collected data, measurements with a nuclear correction larger 
than 25 per cent of the observed stopping cross section have been discarded. 
It is believed that possible errors in the estimate of S*  are less than 20 per 
cent which result in a systematic error no greater than 4-5 per cent even 
in the most extreme cases (low energy and high Z1).

The small acceptance angle eliminates possible discrepancies between 
projected path and actual path; hence no correction has been applied.

Results and Discussion

In the table on pp. 12-13 are given the results of the measurements, 
including the electronic stopping cross sections which are extracted in the 
manner previously described. It should be recalled that all these data are 
based upon a determination of the absolute stopping cross section of carbon 
for 150-kev protons, the result of which is

So = Se = 12,6 x 10-15 ev • cm2/atom ± 3 per cent.

This value dillers by less than 1 per cent from that obtained by Sautter 
and Zimmermann*10), but is 9 per cent lower than that reported by Moor­
head*11).

In order to adjust the measured data to each other, an intercalibration 
measurement was performed. At 400 kev, stopping power data were taken 
for all Z1-values with two carbon films, the thicknesses of which were 
determined in the same run. As a result of the intercalibration, it was found 
that only two stopping curves had to be renormalized more than 3 per cent. 
In the cases of Ar40 and K39, the original curves were raised 6 per cent and 
lowered 6 per cent, respectively.

The change of the film thickness during irradiation was carefully studied 
by comparing the energy loss of 150-kev protons before and after the ir­
radiation. In no cases did the change exceed a few per cent.

The relative accuracy of the measured total stopping data is established 
within 2-3 per cent. The absolute values of the electronic stopping cross 
sections are estimated to be better than 8 per cent. This estimate includes 
errors in proton stopping values al 150 kev, and nuclear stopping corrections.

The agreement with both higher- and lower-energv empirical data is 
reasonably good. In all but one instance, the present data smoothly fill the 
intermediate energy region. In the case of C12, N14, ()16, and Ne20 projectiles, 
information is provided both by the work of Porat and Ramavataram*12) 
at energies above 360 kev, and of Ormrod et al.<6> at energies below
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Table: Slopping cross sections in carbon for the atoms indicated at varions energies. The 
foil thicknes is denoted dx; column a) is S*, the computed nuclear stopping, and column 

b) is the derived electronic stopping, both in units of 10-14 ev • cm2/atom.

Atom E
(kev)

/lx
(/rg/cm2)

a) b) Atom E
(kev)

zlx
cm2)

a) b)

C12 82 14.7 0.12 3.89 Na23 90 7.98 0.40 2.65
- 131 14.5 0.08 4.85 - 134 14.7 0.42 3.15
- 180 14.9 0.06 5.47 - 182 15.4 0.31 3.82
- 232 14.7 0.04 6.10 283 15.4 0.20 4.85
- 282 14.5 0.04 6.41 - 377 21.0 0.20 5.91

381 14.7 0.02 7.44 - 468 20.0 0.15 6.88
- 592 9.67 0.07 8.31

N14 73 22.7 0.28 3.90 - 758 19.9 0.09 9.68
- 121 22.7 0.16 1.75 - 898 6.90 0.04 10.35
- 172 21.6 0.12 5.42
- 220 22.1 0.09 6.13 Mg25 135 13.2 0.50 3.00

270 22.1 0.08 6.65 - 185 13.2 0.36 3.64
- 320 21.6 0.06 7.10 - 236 15.3 0.30 4.41

418 21.4 0.05 7.85 - 286 15.3 0.26 4.97
- 375 22.5 0.25 5.77

O’6 81 15.2 0.29 3.85 - 572 21.6 0.16 7.33
- 131 14.8 0.18 4.94 - 766 21.6 0.12 9.34
- 180 15.1 0.14 5.44
- 231 15.1 0.10 6.04 Al27 88 9.12 0.70 2.78
- 282 15.2 0.08 6.38 - 140 9.34 0.47 3.53
- 330 15.2 0.07 6.96 - 182 15.4 0.48 4.10
- 380 15.1 0.06 7.42 - 292 10.0 0.24 5.52
- 430 15.1 0.06 7.82 - 464 24.1 0.25 7.21
- 479 15.1 0.05 8.27 - 563 19.5 0.18 8.17

- 658 24.1 0.19 9.20
p-19 138 9.55 0.18 1.20 - 777 11.8 0.10 9.86
- 189 9.55 0.13 4.78 - 875 11.8 0.10 10.57
- 291 9.55 0.09 6.04
- 370 23.1 0.12 6.52 Si28 133 13.2 0.72 3.78
- 473 15.8 0.08 7.32 - 182 13.2 0.52 4.42

- 288 12.0 0.31 5.94
Ne20 81 18.8 0.61 2.76 - 386 12.1 0.24 6.94
- 133 14.2 0.32 3.75 - 582 13.9 0.18 8.91
- 183 16.6 0.25 4.32 - 780 13.9 0.14 10.5
- 285 15.2 0.16 5.44
- 379 18.0 0.13 6.48 p31 137 9.42 0.70 4.24
- 482 15.2 0.09 7.16 - 188 9.42 0.52 4.99
- 562 20.7 0.09 8.15 - 291 9.16 0.32 6.40
- 755 20.7 0.07 10.00 - 363 23.5 0.50 7.44
- 946 20.7 0.06 11.62 - 460 23.4 0.40 8.12
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Table (continued).

Atom E

(kev)
zlx

(/zg/cm2)
a) b) Atom E

(kev)
Zlx

(/zg/cm2)
a) b)

p31 557 19.8 0.29 9.30 Ar4" 394 7.28 0.36 8.42
- 654 23.8 0.28 10.09 - 492 7.75 0.29 9.12
- 849 23.7 0.22 11.58 - 593 7.75 0.24 9.98

- 695 7.48 0.20 10.63
S32 168 21.5 1.16 5.17 - 797 7.40 0.18 11.16

265 22.0 0.76 6.70 - 996 19.6 0.28 12.50
314 22.1 0.64 7.32 1163 19.6 0.24 13.11

- 556 22.4 0.36 9.77 1290 20.0 0.24 13.60
- 753 22.5 0.28 11.06

K39 138 6.94 1.03 5.27
Cl35 134 10.9 1.11 4.66 - 190 6.05 0.66 6.25
- 184 10.9 0.80 5.62 - 292 6.83 0.47 7.49
- 236 10.3 0.62 6.41 - 393 6.55 0.33 8.90
- 283 12.2 0.58 7.01 - 466 15.3 0.54 9.10
- 362 22.1 0.68 7.73 - 594 6.55 0.23 10.40
- 458 22.4 0.54 8.65 - 799 5.76 0.15 11.72
- 558 22.3 0.45 9.38 - 985 22.0 0.33 12.80
- 692 22.1 0.36 10.64 - 1138 21.8 0.28 13.60
- 989 22.0 0.24 12.50

1133 22.0 0.22 13.46 Ca40 191 4.67 0.56 6.00
- 282 10.5 0.76 7.00

Ar40 138 7.40 1.01 5.34 - 380 10.5 0.56 8.13
- 189 7.40 0.72 6.02 - 577 10.5 0.37 10.09
- 241 7.45 0.57 6.83 - 776 10.3 0.27 11.38
- 292 7.40 0.47 7.38 - 874 10.3 0.24 11.94

100 ~ 140 kev. For Ne20, lhe values by Porat and Ramavataram are con­
sistently some 20 per cent higher than the values reported here. For the 
remaining projectiles, no other empirical data exist in this energy range 
except those of Ormrod et al. which, in most cases, overlap our results at 
lower energies. For all projectiles except Al27, our electronic stopping cross 
section results overlap within 10 per cent the findings of Ormrod et al. Our 
Al27 data are some 30 per cent higher. The results are shown in Fig. 5a—5 h.

We have assumed that the electronic stopping cross sections can be 
fitted to an equation of the form Se = kEp. This assumption is justified by 
noting that in all but two instances, the log-log plot of Se versus projectile 
energy yields a straight line. This type of energy dependence is predicted 
by theory with p « 0.5, although small deviations from p 0.5 may occur
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Figure 5a. Electronic stopping cross section Se.
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Figure 5h. Electronic stopping cross section Se.

due to, for example, shell effects. Furthermore, in the cases where the 
nuclear correction S*  is negligible, i.e. for nearly all the data with Zv < 10, 
we find that the observed cross sections, So * Se, fit the above relationship. 
However, these remarks should not be taken as a proof that p is independent 
of the energy over a large energy range. In fact, our data suggest that p 
varies slowly with energy with an average not far from 0.5. In the cases of 
Ne20 and Na23, a better fit is established by broken lines with two p-values 
for each element.

Plotted against Zj in Fig. 6 are lhe p-values obtained from this experi­
ment and those found by Ormrod et al.<6) at lower energies. We have 
extracted p-values from Porat and Ramavataram’s(12) data in the case of 
Zx = 6, 7, 8, and 10. It is seen that with some correlation between adjacent 
elements, the empirical values exhibit an oscillation around p = 0.5 with 
an amplitude of about 0.1. As the energy ranges differ in the three experiments, 
differences outside those contributed by experimental errors would not be 
surprising.

In their treatment of their experimental data, Ormrod et al. found that, 
plotted against Zx for a constant, common projectile velocity of v = 0.41 v0, 
the electronic stopping cross sections exhibited a peculiar oscillation with a
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Figure 6. Exponent p in Se = k Ep against Zv The data by Ormrod et al.6) cover the region 
below approx. 140 kev, the data by Porat et al.12) cover the region beyond 400 kev, when 
Zj = 6, 7, 8, and 10, and our data cover the region 100 to 500 kev when 6 < Zx < 9, and 100 
to 1000 kev when 10 < < 20. In the special cases, Zj = 10 and 11, two p-values have been

displayed for each element.
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long period around the curve predicted theoretically by Lindhard and 
Scharff^). Due to our extended energy range, we have added three similar 

p
curves al different constant particle velocities, namely — = 0.64, 0.91, and 

"o
1.1. This makes it possible to study the periodicity in more detail. The 
results are displayed in Fig. 7 and compared with the theoretical curves by 
Lindhard et al. The choice of a common velocity v is not strictly appropriate 
in the Thomas-Fermi treatment. Instead, we should have chosen a constant 
Thomas-Fermi velocity, i.e. constant v- Z^213. A closer examination of Fig. 7, 
however, shows that the qualitative features are not affected significantly if 
v-Z^213 is kept constant instead of p. In the same plot are also shown the 
theoretical stopping values by Firsov<4) as ([noted by Teplova et al.<14). 
Based on a semi-classical Thomas-Fermi treatment, the results are given by

Se = 5.15-10 15(Z1 + Z9)— ev • cm2/atom. 
l’o
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Figure 7. Electronic stopping cross section Se versus Zr for constant common velocity. 1) v = 
0.41 v0. 2) v = 0.63 v0. 3) n = 0.91 v0. 4) v = 1.1 v0. The data at v — 0.41 v0 arc taken from 
Ormrod et al.6). Also shown are the theoretical curves by Lindhard and Scharff5) and 

by Firsov4).



24 Nr. 10

Our data exhibit the same qualitative behaviour as the earlier empirical 
data(6). However, a few observations can be made:

1 ) As would be expected, the relative amplitude of the oscillations tends 
to decrease with increasing particle velocity. Possible shell effects average 
out as a result of more close collisions where the electron clouds pene­
trate each other more deeply. It is observed that the simple oscillatory 
behaviour for small velocities is not maintained as the velocity increases. 
More complex structure appears.

2) 'fhe mean absolute deviation from the Lindhard theory is slightly larger 
at higher projectile velocities.

3) The reasonable agreement between Lindhard’s and Firsov’s predicted 
curves is partly due to the present selection of ZL values. Considering the 
functional dependence on Zt and Z2 in the two theories, this is to be 
expected.

In the measurements, we have used singly charged ions for energies from 
100 to 500 kev and doubly charged ions for energies from 500 to 1000 kev. 
In order to determine whether the energy loss depends on the charge state 
of either the incoming ions or the emerging ions from lhe foil, an experi­
mental study was carried out.

a) With the analyzing magnet adjusted to one charge state, we studied the 
influence of the charge state of the incoming ions on the observed 
energy loss. We did not see any appreciable effect due to variation of the 
charge state of the incoming ions with the same kinetic energy. 
Assuming that the capture and the loss cross sections* 13) in carbon for 
kev ions with Zr < 20 are greater than 2 • 10“16 cm2, the mean free 
path for obtaining charge equilibrium will be less than 0.1 /zg/cm2. 
This value is much smaller than the thickness of the thinnest foil 
(5 /zg/cm2) used in the present experiment.

b) The foil w as bombarded with the same charge state ions. The dependence 
of the energy loss on lhe charge slate of the emerging ions was studied. 
A few per cent difference betw een zHi+ and AE+ + was observed where 
the charge index refers to the charge state of the emerging ions. The 
effect is of a statistical nature and partly stems from the different energy 
dependence of the capture and loss cross sections.

A more correct experimental procedure of taking stopping power data would 
be to average over the observed energy losses for different charge states of 
lhe outgoing ions, i.e.
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2/w+dEw+
J n

n

where In+
As the 

proceeded

is the flux of the outgoing ions in charge state n + .
charge state effect at the most is a few per cent, we have not 
with the more detailed measurements.
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Appendix
Nuclear Stopping Correction

This appendix gives a general description of the analytical methods used 
for estimating the nuclear stopping contribution, S*,  encountered in the 
experiment. As previously mentioned in the Data Treatment section, it is 
a reasonable approximation to restrict our attention to the Gaussian-distrib­
uted nuclear collisions, i.e.

- J Td„.

0

Here, T*  may be estimated from the equation

T*
(T*) 2 = (£*) 2 = NAR j T2da, (A 1)

o

where NAR is the number of atoms per cm2, and da is the differential cross 
section for an energy transfer T.
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To solve eq. (A 1) with respect to T*, il is convenient to introduce the 
reduced path length and the reduced energy, cf. Lindhard el al.(9), q and
c respectively:

9 ^1
p - ATOLL™2 - ,

(Af1 + Ma)2
and

where a = a0 0.8853(Z2/3 + Z2/3)~1/2 is lhe screening distance of the ion­
atom potential.

If the interaction potential obeys certain similarity relations, Lindhard 
et al. have shown that the differential cross sections may be written in 
the form

do = (A 2)

f
, 0 is the scattering angle in the center of 

hnax
mass system, and /'(f1'2) depends on lhe chosen potential.

Equation (A 2) applies for power potentials as well as for screened 
potentials such as the Thomas-Fermi potential.

Combining eqs. (A 1) and (A 2), we gel

(A 3)

where e*  = «1/
I ■*  m ax

Once f(t112) is specified by selecting a convenient potential, £*  and T*  
may be evaluated from eq. (A 3) when the thickness of the film and the 
ion-atom combination (Zx, Z2) are known. It should be noted that e*  does 
not depend on energy, while T*  is inversely proportional to the square 
root of energy.

Applying the relation
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the following result for the Gaussian nuclear stopping cross section is 
obtained :

2.57 • HF16
A2E

/(F) ev- cm2/atom.

The energy E is measured in kev, and /(s) = — 
dg

stopping cross section in the reduced units.
Equation (A 4) exhibits some peculiar features:

(A4)

(a) The Gaussian nuclear stopping cross section is inversely proportional 
to the energy as e*  is independent of the energy.

(b) Change of the applied potential within the framework of eq. (A 2) 
alters the value of «*  according to eq. (A 3), but does not abolish the 
inverse proportionality with the energy.

Strictly speaking, formula (Al) applies only when the energy loss is 
much smaller than the energy of the beam, i.e. dE0 « Et. In the case of 
thicker films, AE0 ~ E{. Lindiiard and Nielsen(15) have given a more 
rigorous formula.
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1. Introduction

In classical electrodynamics the free Lagrangian density of the electro­
magnetic potentials A., is

£ - -iF^, (1)

where = df/Av - dvAfl and we use the metric gliV = (1,-1,-1,-1). Variation 
of Afl gives the classical equations of motion

□ + (2)

The freedom of gauge transformations allows us to choose both covariant 
and non-covariant gauge conditions, with the sole restriction that F/IV be a 
covariant tensor. A typical example of a non-covariant gauge condition is 
div A = 0 (the Coulomb gauge), and typical for the covariant gauges is the 
condition d^1 = 0 (the Lorentz gauge).1

It has been known for more than thirty-five years2 that difficulties are 
met if we attempt to quantize (2) with a covariant gauge condition, e. g. 
the Lorentz condition. With modern methods we can see that such difficulties 
arise in every covariant gauge, in other words, that the equations (2) cannot 
be valid in any covariant gauge. From general arguments of field theory we find 
that the most general vacuum representation of the held commutator must be

<o|[^(æ)» 24r(y)]|o> = - 27r\dpE(p)(Ql(p2)g/lv + Q^P2)P/^Pv)e~ip {X~y)> (3) 

where dp = d/)(27i)-4 an(l Qi(p2) and QzCp2) are spectral functions. Using (2) 
we find = 0 so that it follows that

<o|[^uv(æ). Foo(yy\\o> = 0.

1 As gauge transformations and Lorentz transformations may be mixed without disturbing 
the tensorial character of F^, the phrase non-covariant is somewhat ambiguous in this connexion. 
Consider for instance the Coulomb gauge. If we claim that the Coulomb condition has to hold 
in every inertial system, then A„ does not transform like a four-vector, but according to a com­
bined Lorentz and gauge transformation. If we claim that is a four-vector, then the Coulomb 
condition is not valid in every inertial system. For the covariant gauges no such difficulty arises 
because it is then natural to take A/t to be a four-vector.

2 W. FIeisenberg and W. Pauli, Zeits. f. Physik 56 (1929) 1.
1*  
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Now it is generally believed that this is not true1, so that we must 
give up the equations (2) in covariant gauges. In a non-covariant gauge 
we cannot show that the vacuum representation has the form (3) and 
hence we cannot prove an analogous result in this case. The Maxwell 
equations (2) may very well be the equations of motion for the electro­
magnetic field in a non-covariant gauge. Among the non-covariant gauges 
we can mention the Coulomb gauge2, the axial gauge3, and the Valatin 
gauge4.

1 R. E. Peierls, Proc. Roy. Soc. A 214 (1952) 143.
2 L. E. Evans and T. Fulton, Nucl. Phys. 21 (1960) 492.
3 R. L. Arnowitt and S. I. Fickler, Phys. Rev. 127 (1962) 1821.

J. Schwinger, Phys. Rev. 130 (1963) 402.
York-Peng Yao, Journ. Math. Phys. 5 (1964) 1319.

4 J. G. Valatin, Mat. Fys. Medd. Dan. Vid. Selsk. 26 (1951) No. 13.
5 See f. inst. G. Kallen, Handbuch d. Phys. Vj (Springer-Verlag, Berlin 1958).
6 This is in analogy with the Ehrenfest theorem of non-relativistic quantum mechanics.

In the case of the covariant gauges the above mentioned difficulty is 
usually overcome by adding a term 

to the Lagrangian density (1). The “gauge” obtained in this way is called 
the Fermi gauge, and it is the only covariant gauge which has been formulated 
as a theory of canonically quantized fields5. A price must, however, be paid 
for the simplicity obtained by this trick. There will be stales which are not 
physically realizable, in the sense that they cannot be prepared in any 
experiment. Some arguments may be given to show that this is probably 
the case in every covariant gauge. Whereas we are not able to claim that 
the Maxwell equations (2) are satisfied for the quantized potentials, it seems 
very reasonable to claim that the mean value of the potentials should be 
real and satisfy

□ <V+d^v<Av> = 0 (4)

in every physically realizable state6. But then all states cannot be physically 
realizable, because this would lead us back to (2).

In quantum electrodynamics most of the gauges which usually are 
studied belong to a one-parameter family characterized by the photon 
propagator

=
(Å-2 + ze)2
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For a = 1 we get the Fermi gauge, 
for a = 0 the Landau gauge1 and 
for a = 3 the Yennie gauge2.

We shall show in this paper how the canonical quantization of a certain 
class of covariant gauges may be carried out in a systematic way. In this 
class we shall verify eq. (4) for the physical states. Furthermore, we shall 
for these gauges find

- 0 (6)

in every physical state, so that these gauges may all be considered as quantum 
generalizations of the classical Lorentz gauge. It will be shown that this 
class of gauges is essentially equivalent to the family given by eq. (5).

2. Quantization of the free Maxwell field

Let us begin with the study of quantum electrodynamics in the analogue 
of the classical Lorentz gauge, where

- o (7)

is valid as an operator identity. Considering A^t(.r) to be generalized coordinates, 
we immediately see that (7) is a non-integrable relation between the gene­
ralized coordinates and velocities. This implies that quantum electrodynamics 
in this gauge is non-holonomic and hence the canonical methods cannot be 
expected to work at all. In classical mechanics non-holonomic systems with 
constraints like (7) are treated by means of Lagrange multipliers3, and it is 
therefore tempting to use the same method here. Accordingly we add to the 
Lagrangian density (1) a term

- AduAil,

where A is the Lagrange multiplier, which in this case must be a scalar 
field. In the new Lagrangian density

£ = -{F^-Ad^ (8)

we are allowed to treat as independent coordinates, and it is imme­
diately seen that the momentum canonically conjugate to Ao is now — A,

1 L. D. Landau, A. A. Abrikosov, and I. M. Khalatnikov, Dokl. Akad. Nauk. SSSR 95 
(1954) 773; JETP 2 (1956) 69.

2 H. M. Fried and D. R. Yennie, Phys. Rev. 112 (1958) 1391.
3 R. Goldstein, Classical Mechanics, pp. 11, 40 (Addison-Wesley, 1959). 
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whereas it formerly was identically zero. It would now be possible to go 
on with the canonical quantization, but it is, however, convenient first to 
generalize (8) slightly. As variation of (8) after A(.r) gives us the gauge 
condition (7), it is seen that the Lagrange multiplier behaves like a free 
coordinate, with the constraint as “equation of motion’’. We therefore propose 
to change the Lagrangian density to

L- -iF^’-Ad^ + FÇAÇx)) (9)

where F(c) is a holomorphic function with F(o) = F'(o) = 0. As this extra 
term not contains A^, it will only change the gauge condition to

a„A"(.r) - F'(.-l(.r)) (10)

and should then only correspond to a gauge transformation. The equation 
of motion for A/t is—independently of the function F—-

□ + d/{dX= (H)

and from this we get the equation of motion for A

da = 0. (12)

From (9) we now find the momenta canonically conjugate to A„ to 
be nF0, where

= (13)

Canonical quantization leads to the relations

ApÇy ) ]X„ = y„ = o, (i-i)

[Â/.r), Av(y ) ]%„ = y„ = %Âæ-ü). (15)

M(æ)> Av(y^) X« = y» = igOvö(x-y), (16)

CÂ(æ), Â/c(y ) ]$,, = y„ = o, (17)

lA(x), Àk(y ) ]%„ = y.. = - ï^(æ - ÿ) > (18)

ÏA(.v), A(y)L=y. = o, (19)

where the dot means differentiation with respect to time.
From (11) we find taking zz = 0

À - AA„ + d,À (20) 
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and then by (16) and (18)

M(.r), 2i(ÿ)k-*  = 0.

Integration of (12) yields for arbitrary y0

/l(.r) = -p/ÿ/^.r-y)^/^),

where D(x-y) is the well-known singular function corresponding to mass
“A"

zero1. We furthermore use the convention d = d-d. Hence we lind that

M(x), /l(y)] = 0 (21)

for arbitrary points x and y. Analogously we find by means of the equal­
time commutation relations

M(.r), A^(y)] = -z^D(x-y). (22)

Remark that the two important relations (21) and (22) both are independent 
of the gauge condition (10)2. Il is possible to lind one more set of relations 
which is independent of the gauge condition, namely the commutation 
relations for the field strengths F^v. To lind these we first define the transverse 
projection operator 

(du-ityn-öX^-ziyn-d)
> = ~ nflnv +  + (_ _------ (23)

where nfl is a time-like unit vector. Here we shall always take = y^0.
Then t/1v only involves spatial operations3. Now define the transverse field by

< = W- <24)
From (11) and the well-known properties of rfiv it follows that

 < = o. (25)

Integrating (25) and using the equal time commutation relations we find

[AJr(æ)> ^r(y)] = - ir^D(x-y), (26)

showing that the transverse part of the Maxwell field is correctly quantized. 
From (20) and (23) we get3

1 G. Kâllén, ibid., p. 190.
2 Equations (21) and (22) have been derived in the Fermi gauge of asymptotic quantum 

electrodynamics by R. E. Pugh (Ann. Phys. 30 (1964) 422).
3 d =  + (n-<5)2 is Laplace’s operator, and 1/d may be defined as
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such that

where F^, are the “transverse held strengths’’. Then using

[J(.r), = 0,

which follows from (22), we find

[•^uv(a')’ J(,9/iQ^v^a 9vqÖ[ßa + QV(ßpdp 9fiødyd^D^X !/)• (-")

This is the most important result of this section. The quantization by means 
of a Lagrange multiplier method leads to the well-known commutation 
relations1 for the field strengths in an arbitrary gauge of the type considered 
here.

In order to find the commutation relations for the potentials we shall 
make a special choice of gauge condition, namely

7-’(/l(.r)) = -?l(x)2, (28)

where a is a real number, such that the gauge condition now reads

= aA . (29)

In the appendix it is shown that this choice of gauge leads to the family of 
photon propagators (5). The gauge parameter a is actually identical to the 
mass ratio parameter in the theory of massive electrodynamics, developed 
by Feldman and Matthews2.

With the gauge condition (29) we find from (11)

□ ,4;, = (l-«)^,.!. (30)
Using (12) we get

□ □A - 0.

Now it is fairly trivial to show that if a field ç(.r) satisfies the fourth order 
differential equation □□ç?(.r) = 0, then, for arbitrary y0,

1 R. E. Peierls, Proc. Roy. Soc. A 214 (1952) 143.
2 G. Feldman and P. T. Matthews, Phys. Rev. 130 (1963), 1633.



Nr. 11 9

9?(.r) = - $ dyD(x-y)dypp(y) - $ dyE(x-y)dyJJ(p(y),

where Ji(.r) is given by

E(.r) = 27ti^ dp£(p)ô'(p2)e-ip{x-y}
dA(x — y, p2)

dp2

The rather peculiar properties of this distribution are given in the appendix. 
By means of the equal-time commutation relations and the integrated 

equation of motion for A/t(.r) we find after some calculation that

[A/x), Av(y)] = - iÇg^n + (1 - a^d^E^x-y) =

- ig^D^x-y) - z(l - a)dfldvE(x-y),

where in the last line we have used the relation □E(x) = D(x).

3. Indefinite metric

It is well known that it is necessary to introduce an indefinite metric in 
the Fermi gauge in order to secure the covariance of certain expression1. 
As the present theory contains the Fermi gauge as a special case, it must 
be expected that this will also be necessary in any covariant gauge of the 
type considered here.

For the moment we shall content ourselves with the following properties
of the metric operator g :

g = r]*  = îf1, (32)

gApd = Ap’

1] IO > = I o > .

(33)

(34)

Equation (32) expresses the Hermiticity and unitarity of the metric operator, 
(33) the self-adjointness properties of A/L with respect to g, and (34) the 
choice of positive norm for the vacuum. In the following section we shall 
fix the properties of g with respect to A^ completely.

1 G. Kâllén ibid., p. 191, 199. Here further references can be found.
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4. Fourier expansion of the field

In this section we limit ourselves to the case (29). Let us define the field

Z(.r) = j (.r0/i(.T) - I zl(.r)). (35)

From eq. (12) it then follows that

□ %(æ) = (l-a)zl(æ).

This shows that the field
(36) 

satisfies the equation
= A, (37)

and from (11) we find the equations of motion for A^:

□ Aj - 0. (38)

From the relation (see the appendix)

E(.r) = — (L»(.r) - xoD(x))

we gel using eqs. (21), (22), (31), (35), and (36)

[dj(.x-), Af(y)] = - ig/n,I)(.r-y). (39)

As eqs. (38) and (39) are the equations of motion and commutation 
relations of the Maxwell field in the Fermi gauge we may immediately write 
down the usual expansion (in a periodicity volume)

A^(.r) = (a(^e~tk'X + ^U)eik'x), (40)

icX
where u(ÀÂ) and

d(7c2) = rja\kX)7]

have the usual commutation properties

[a(U), d(7/x')j = <fø'(~93u')>
[a(U), a(I'Â')] = 0.
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If we therefore fix the properties of rj by the relations

we find

tø, u(U)J = 0 (Â = 1,2,3), 

{rj, a(Åo)} = 0,

[a(U), a*(À-T)]  = (41)

This permits us to interpret a(À’Â) and a*(Ä*A)  as annihilation and creation 
operators for photons.

By virtue of equation (12) we may expand the /1-field as

(42)

where as above À(À) = î/Â:i:(Â)?7. From eqs. (37) and (40) we then find

Â(Â-) = u(Å-3) - a(Io). (43)

One may easily verify that

«*),  A(F)] = MO. *(*')]  - o (M)

in accordance with the vanishing of the A-A commutator. Remark that (44) 
leans heavily on the properties of the indefinite metric.

By the expansion (42), of the /1-field and by eqs. (35), (36), (40) and 
(43) we may now express the total field A/t in terms of annihilation and 
creation operators.

As in every gauge we are able to define the creation and annihilation 
operators as above, the Hilbert (Fock) space will have the same structure in 
every gauge. Although electrodynamics in different covariant gauges must 
be considered as different field theories (because the gauge condition is 
stated before the derivation of the equations of motion), we can, however, 
think of these theories as formulated in the same Hilbert (Fock) space.

The transformation field /(.r), given in (35) seems to be non-covariant 
on account of the explicit time dependence. [If the equations of motion for 
Au are solved by Fourier transformation one finds that this time dependence 
essentially stems from the term — (t/2co) coscot in the solution of differential 
equations of the type



12 Nr. 11

The question of the apparent non-covariance is resolved in the following 
way. Covariance in held theory is equivalent to showing the existence of a 
representation of the proper inhomogeneous Lorentz group under which 
the fields transform correctly, i. e. finding generators of infinitesimal trans­
lations and rotations. As we shall show in section 5 these generators exist, 
but are not independent of the gauge. This means that the held A^’(.r), 
which can be defined in every gauge by eq. (36), is only a four-vector in the 
Fermi gauge. The splitting A/t = A^ + 3^% is therefore a splitting of the 
covariant field Afl into two non-covariant terms in the gauge characterized 
by the parameter value a. An expression which is covariant in one gauge 
need not be so in any other gauge.

5. The energy-momentum tensor

Although it would be possible to study the general gauge condition (10) 
we shall here limit ourselves to the simple case (29) where the Lagrangian 
density is

S - - (45)

Bv straightforward calculation we find from (45) the symmetric energy­
momentum tensor

Tp - - + 1 g^F^ + A^A + Ard/1A - g^A^A + p2), (46)

which by means of the equations of motion and the gauge condition is seen 
to be conserved.

By direct calculation it is possible to show that the linear and angular 
momentum operators P/( and have the correct commutation properties 
with respect to the Maxwell field, i. e. that they are generators of infinitesimal 
translations and rotations. Remark, however, that P., and M.IV are not 
Hermitian, but self-adjoint, i. e. r/P'^r] = Pfl and analogously for This 
has the consequence that for instance the energy H is not necessarily dia­
gonalizable. Take for instance the model (a is real)

This H is self-adjoint with respect to ?/, but it has only one eigenvector, 
for a =f= o.
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Using Afl 
two parts

= + d„x we can split the energy-momentum tensor (46) into

where the first part is what we would find in the Fermi gauge and the second 
is only dependent on A. From the usual theory of the Fermi gauge we know 
that (after removal of zeropoinl terms)

- ^k^kXyaikX). 
k).

The rest of the four-momentum 

Finally, we have the total momentum and energy

Po = H *(U) a(U) + 1 - a 'V ~ .—2«d(W)-
ic

From this it follows that (in matrix notation)

a*(Å3)V
a*(Â’O)/

showing—by comparison with (47)—that the energy is not diagonalizable, 
except in the Fermi gauge (a = 1). This means that the longitudinal and 
scalar photons are not in general stationary states, but mix with each other 
during time. Only one combination of scalar and longitudinal photons is 
stationary, namely

a*(Å3)  + a*(Å0)  = À(Â-).
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Let us by a natural generalization of the definition of physical states in 
the Fermi gauge demand that the physical states satisfy

zl+(.r)|0> = 0, (48)

where A+ is the positive frequency part of A. Then it is easy to see that only 
the transverse photons contribute to the mean value of the energy in a 
physical state. Furthermore

<ø|d^|ø> = 0, (6)

so that every gauge of the type studied here must be considered as a quantum 
generalization of the classical Lorentz gauge in the same sense as the Fermi 
gauge. (It is also seen that eq. (4) is satisfied.)

6. Quantization of the interacting fields

We shall now consider the Maxwell field in interaction with the electron 
field. The Lagrangian density is taken to be1

1 We use the y-matrices with {y^,yv} = 2and y-a = a^yn. These ^-matrices are self-
adioint, i. e. ÿ = y y+y = y .J * /.I ' o' [1 * O ' [1

ß = -1 F^ - Ad^ + 2° A2 * + ± [ÿ, (iyd - - C° [ÿ, y^A* , (49)

where as before we have treated the gauge condition by means of a zl-field. 
All the fields are considered to be unrenormalized, and a0, m0, e0 are the 
unrenormalized parameters of the theory. By calling the gauge parameter 
ct0, we have admitted the possibility of a gauge renormalization, and we 
have restricted ourselves to the simple gauge conditions of the type (29).
The equations of motion are found to be

□ 4« + = dnA ~ 2 ’ (5°)

M**  = (51)

(iy-d-m0> = eoy-Aip, (52)

from which we again derive

□ /I = 0. (53)
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The metric operator y, which must also be introduced in this case, with the
properties given in section 3, is moreover assumed to satisfy ÿ = y^+yyo.

The equal-time commutation relations for the Maxwell field and the 
zl-field are found to be exactly the same as in the free case (eqs. (14)-(19)). 
Furthermore we have the following commutation and anticommutation 
relations :

^(y)k=y. = 0, (54)

{y)(.r), ÿ(ij)}Xo=y„ = yoô(.r-ÿ), (55)

[y(;r), A/z(y)4=2/o = [ÿ(.r), = 0, (56)

[y(x), Â/y)]^^ = [ÿ(.r), ^(y)]^^ = 0, (57)

[V'(æ), Ay)L=j/. = [ÿ(x), A(y)]Xo=yo = 0, (58)

By methods analogous to those used in section 2 we find

[Z(æ), Zl(y)] = 0, (59)

pl(x), A^y)] = -z^D(x-y), (60)

M(x), y(y)] = e0D(x-y>(y), (61)

[Zt(x), ÿ(y)] = - e0Z)(.r - y)ÿ(y) • (62)

These arc the only integrable commutation relations in the case of the inter­
acting fields. A consequence of the last two relations is for instance that 
/l(.r) commutes with any local bilinear expression in and ÿ, i. e.

[A(x), y>a(y)ipß(y)] = [A(x), ÿy(y)y>a(y)] = 0. (63)

7. Gauge transformation

If we had started with another value for the gauge parameter, say a'o, 
then we would have arrived at a different theory of interacting fields. In the 
case of the free Maxwell field we have however seen that the two gauges 
could be connected by a gauge transformation

Afl = + ^/zZ (64)
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with

(65)

We shall now see that the transformation (64) with /(.r) given by (65) also 
carries us from the gauge a0 to the gauge ao in the case of interacting fields, 
when the electron field is subjected to the transformation

y/(.r) = e y)(.r)c 1 2*̂.  (66)

One should here remark that /(.r) is a q-number which does not commute 
with y(.r).

We shall now show that provided A„ and satisfy the equations of motion 
and commutation relations for the gauge ct0, then and ip' satisfy the equa­
tions of motion and commutation relations for the gauge ao.

From eqs. (50) and (64) we find

□ + d^dvA'V = - e° [ip,y^ip\

However, by (63) we have

Likewise by (51), (53), (64), (65) we find

d A,fi = a A

From (52) and (66) we get
2 e

(iyd - m0)ip' = eoy A'ip - i~ [%,y A]ip - — [yd %,ip], (67)

where we have used the fact that [/(.r), A„(y)J is a c-number such that

Unless a cancellation between the singular terms on the right hand side of 
eq. (67) occurs, we cannot reduce it to the required form. But as we shall 
soon see, this cancellation actually occurs. On account of the singular 
character of the terms we have to treat them with some care. First we find 
by means of the commutation relations (61) that
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[y • à /(.r ), y>( y ) = = - ° ° e0{I y0 + ô(.r - y)ip(y, .ro),
~ X

while from (60)

[z(t/)>r^(<)k=y. = -'-^-(i/o+ -wÂAæ-.v)-
^x

Then

'>0[z(.y)> 7-A(-f)L=2/Mi7.æ0)+ lv-d7X-v\r(yyix„=y.. = °-

Here we can take T = ÿ and by use of (66) we see that the last two terms 
in (67) actually cancel each other.

It is possible to show that the commutation relations are invariant under 
these finite transformations, bid it must actually suflice to show that they 
are invariant under infinitesimal transformations with ôao = a'o — a0 in­
finitesimal. As an example we take the anticommutator (55). Then

({<x(æX ¥<æ)}» vKy)}*.- - {v(xy{x(y)AKy)}}xo=yJ-

Using
{A,{H,C}} = [[A,B],C]+{B,{C,A}}

we find by means of the commutation relations

<HvK-r),ÿ(l/)k = y« = - ’ ~ (- W(® - ÿ) [ÿ(y),v>(æ)J +

do0 _ _ _ _ _ \
+ 2 z(.r)yoô(.r - y) - y0eoô(x - y) [yi(.r), ^(.V)J ~ 2 z(j/)y0<5(æ - y)jx^y„ = 0.

The other commutation relations are shown to be invariant in an analogous 
manner.

It should be remarked that the /1-field is not supposed to transform, in 
other words that it is assumed to be gauge invariant. This is also consistent 
with the manifestly gauge independent form of the left hand side of eq (50). 
The A-field has more to do with the general mode of description (covariant 
gauges) than with the particular gauge in which this description is carried 
out. Also the constants zn0 and e0 must be supposed to be gauge indepen­
dent.

Mat.Fys.Skr.Dan.Vid.Selsk. 35, no. 11. 2
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8. Renormalization

A characteristic feature of the renormalization in the Fermi gauge is the 
occurrence of a term

(68)

in the renormalized current. This term cannot he accounted for by charge 
or wave function renormalization, but has to be introduced by gauge in­
variance arguments1. If the correction to the photon propagator is calculated 
in the lowest order in the unrenormalized theory, it is seen that starting 
from the Fermi gauge, one docs not end up with a propagator which behaves 
near the mass shell like a propagator in the Fermi gauge. In the renormalized 
Fermi gauge the term (68) brings us back again to this form and hence the 
inclusion of this term must be considered as a renormalization of the gauge 
parameter. We shall show that this gauge renormalization comes out quite 
naturally in the present formulation.

Let us now introduce the renormalized mass (m), charge (e) and gauge 
parameter (a) by

mo = in — ôm, (69)

e

(1 - A')a,

(70)

(71)

where ôm, L, K are renormalization constants to be determined later on. 
Likewise we introduce the renormalized fields y(r), and /l(r) by

1 - K

(73)

(74)

where we have anticipated the result that the wave function renormalization 
constant of the Maxwell field is the same as the charge renormalization 
constant. The wave function renormalization constant of the M-field has 
been chosen such that the gauge condition for the renormalized fields reads 

d/tA{r)/1 = aA{r}. (75)
1 G. Kâllén, ibid., p. 346.
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One might object that the Z-field should not be renormalized as it does 
apparently not take part in the interaction on account of eq. (53). But a
glance on eq. (61) shows that this is not true.

Leaving out the superscript (r) on the renormalized fields we now find
the renormalized equations of motion

[JA/( + dfldvAv - (76)

eN2 n K
2(1l-Kd'‘A’ (77)

(iyd — rn)y) = -/', (78)

/' = — ey- Ay) + ôiny>, (79)

d..A^ = a A.P' (80)

It is seen that a term of the type (68) is now present in the renormalized 
current. We shall actually find in the next section that K = L. The commu­
tation relations between the renormalized fields may easily be derived from 
the previously stated relations for the unrenormalized fields.

9. Determination of the renormalization constants

The renormalization constants are usually expressed by integrals over 
some spectral functions. By the well-known arguments we can write the 
vacuum expectation value of the current-current commutator as

00

<0|[J,,(.T), ./„(ÿ)]|o> - - +3Mar)J<Mzl(.r-ÿ,;.)/7(Â), (81)
o

where 77(A) is a positive definite spectral function1 (zero for negative A) and 

d(x-z/,A) = - 2 Jdpe(p)<5(p2 — A)e“*p(a:_2/) (82)

is the singular function with mass |/Ä -
In order to find the renormalization constants in terms of this spectral 

function the standard procedure is to integrate (81) with suitable limit 
conditions, which express how the interacting field asymptotically goes over

1 As the definition (81) is obviously gauge invariant we may use the result from the Fermi 
gauge (G. Kâllén, ibid., p. 350).

2*  
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into the incoming free field. Asymptotic conditions are, however, verv 
difficult to apply, because the limits are not well-defined, furthermore, 
one linds in the conventional theory of the Fermi gauge that the matrix 
element of the renormalized field between vacuum and a one-photon state 
is different from the same matrix element of the incoming free field, because1

<o I A^(x) I k> - (guv - Md^) <o IA «»>-(.T) I *>  (83)

where M is a non-vanishing constant. Asymptotic conditions of the con­
ventional form2 can therefore not be applied to quantum electrodynamics.

It is, however, possible to integrate (81) without transitions to the limit 
of the infinite past or future. Let us define the field

^“V) = - jdÿl)(x y)dyAfl(y). (84)

By an elementary integration by parts we find
Xo

A,,(,r) - A;r->(.r)+j'</.r7>O--.r')ÜA,,(.r'). (85)
V«

Now from the equal-time commutation relations we find

[A^æ),//!/)] = ;/)■ (86)

Then we have
Ä x"

[A/t(x), Jv(i/)3 = t d/(drI)(x-y) ~ j(lx'l)(x-x')[Jfl(x'),Jv(y)],
y«

where we also have used the equations of motion and the fact that the 
/1-field commutes with the current. If we take the vacuum expectation value 
of this equation and insert (81) we find after some calculation

<o I [A/l(x),Jv(y)\I o> = i d^DÇx y )

+ '(<//«-□ + ôz/d,,)p/Â(zl(.r-.y,Â) - I)(x _
O Qo

- Ko/w - .7Z((/h-0)/9Cr-f/)J <un(X),

(8?)

1 G. Kallen, ibid., p. 344.
2 H. Lehmann, K. Zymanzik, W. Zimmermann, Nuovo Cimenlo 1 (1955) 425. 
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where we have used the relation
X° ]J d.r7>(.r -.r')d(.r' - y, A) = - (J(.r j/, A) - 7)(.r-«/)). (88)

3/«

The last term in (87) is non-covariant and must therefore be identically 
zero, i. e. »

pA77(A) = 0. (89)
o

This also follows from the application of current conservation to (87). 
In view of the positive definite character of 77(A) this result seems quite 
nonsensical. A suitable regularization procedure, however, removes this 
difficulty1, and without going into details we shall in the following assume 
eq. (89) to be valid.

1 J. Moffat, Nucl. Phys. 16 (1960) 304.

By a similar procedure we can now integrate (87) to get

where

<o|[A/t(^)Mr(y)]|o> =

T7'(o)d(A)

00

77'(o) = JdA
o

W)
A2

(90)

(91)

(92)

and we have used the relation
x„

Jd.r 7)(.r - æ') D(x' - y) = E(x -y).

which can be obtained either from (88) by letting A-> o or by direct calculation.
Our renormalization requirement is then that this commutator shall 

behave like the commutator for the free Maxwell field in the gauge a, near 
the mass shell. If we disregard the ^-function in the last term this gives us
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1
1 - À

= 1 +/7(o), (93)

1 -Æ
------- = 1, (94)1 - L 

i. e. K = L.
A similar procedure may be carried oid for the electron field, for which 

the spectral functions are defined by

<o I {/(■*•),  /(.*/)}  |o> = - 2rrJ dpe(p)(2’1(p2) - (yp-m)Z'2(p2))e ip{x y}. (95)

The renormalization constants are then found to be given by

Ô771 = A’2271(m2),

= 1 + 272(/n2) — 2 mA^/jz2),

(96)

(97)

as in the conventional theory of the Fermi gauge. We have used the notation

CO

^("0 =
m2

Å — m2 ’

CO
£'(m2) - /M

m2
_J1W_
(A - m2)2

(98)

(99)

10. Asymptotic conditions for the Maxwell field

We now assume the existence of incoming free fields A^n), A(in), such that

□ = dflA{in\ (100)

d^!A^n} = aA{in}, (101)

U;jZ!)(.v), d^ra)(z7)] = - z(^a +(l-a)a^)E(x-y). (102)

It is then possible to show that with a suitable value for 3/ the following 
asymptotic conditions are consistent:

(103)
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.4,, - .4«”>-4/<)„/l+.frf.T7JÄ(.x-.r')J/1(-C),

23

(104)

where DR is the retarted photon Green function1. It is quite clear that these 
conditions are consistent with the equations of motion. But still we have 
to show that for a suitable M they will also be consistent with the spectral 
resolution of the commutator. From a spectral analysis of <o| [d/t(.r), A^n)(y)]|o> 
it follows by means of the equations of motion and (103) that

<o|[J/z(æ), Ajn)(y)]|o> = 0. (105)

From this we tind by means of (104) that

<o I â/z(.r) I k, in) = <o | A{Jn)(æ) | k, in) - Md^o | zl(.r) | k, in), ( 106)

which is identical to (83) in the Fermi gauge (a =1).
By a simple calculation we find by comparison with (90) that

2.V = Î7'(o) - (107)
o

which also follows in the conventional theory of the Fermi gauge2.
W e are now in a position to calculate the spectral functions in the lowest 

order. The result is

1 The asymptotic condition (104) has been found by Rollnik et al., Z. f. Phys. 159 (1960) 
482, for the case of the Fermi gauge. The author is grateful to G. Kâllén for calling his attention 
to this work and for pointing out that there may be some formal difficulties with this asymptotic 
condition.

2 In order to find (107) one should use the equation
(OUA,,- MdflA,Av- A^ + MdvA]\o) = (o\[A Av-A^ ]\o),

and the derivation now proceeds exactly as in G. Kâllén, ibid., p. 350.

/7<O,(/'2) _ 12 J1+_! m2 \ i
74 1

|/1^20O?-4„G. (108)

2 / 2\ 2
o lî,e /- iU1 • m \

Al
I 3 - «-y 0(p2 - nr), 

P )
(109)

2 ! „,2\2X
■iTV) - «... 2

1 6 3T

I1“y w-™2). (110)
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For a = 1 these reduce to the usual Fermi gauge spectral functions. It 
is seen that the wave function renormalization constant 1/N2 is not ultraviolet 
divergent for a = 0 (the Landau gauge) and not infrared divergent for a = 3 
(the Yennie gauge) in the lowest order. This fact has been known for some 
time1. I he self-mass presents in the lowest order a special problem, which 
we shall discuss in the next section.

1 B. Zumino, Journ. Math. Phys. 1 (1960) 1.

11. The gauge dependence of the self-mass of the electron

We have seen in section 7 that the bare mass of the electron is not supposed 
to change under gauge transformations. As the physical electron mass 
obviously must be gauge independent we can immediately conclude that the 
self-mass dm must be gauge independent.

If, however, we calculate the difference in self-mass between an arbitrary 
gauge and the Fermi gauge in the lowest order we tind by (109)

(Hl)

(112)

(113)

where we have denoted quantities from the Fermi gauge (n = 1) with a 
subscript F.

Unless we can find an error in our derivation, this result shows that 
there is an inconsistency in the theory. The error lies, however, in the step 
from (111) to (112), because (111) is the difference between two infinite 
numbers, the value of which depends on the method we prescribe for the 
calculation of this difference. The result shows that the prescription (112) 
is not correct and we must now try to find a better way of evaluating the 
difference.

If we introduce a cut-off in the photon propagator the formerly infinite 
numbers will become finite. Hence, we get
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»fM = W_- 
(å-2)2/å’2-å2

where z2 is the cut-olT parameter, which is supposed to be gauge independent. 
In the Fourier transform of the commutator and anti-commutator the 
expression

,7/zrô(À-2) + (1 -u)Å’/t7<-/'(Å-2)

must then be replaced by

/>(k2) A(P - A2)) + (1. A-„-(ô'(C) - .(0O!) - <5(À-2 - Z2))|.

This expression is now used in the calculation of the spectral functions 
and we find the difference

0(p*-(m + >.)2)\! À(p2,ni2,Â2)

(114)

Here1
Â(.r, y, z) = .r2 + y2 + z2 - 2xy — 2 yz — 2 zx

is a quadratic form.
Remark that the last terms in (11-4) vanish for Â2 -+oo. If we insert

(114) in (112), the integration can be performed and the result is identically 
zero. The original result (113) is exactly cancelled by a contribution from 
the last terms in (114). One should notice that the step from (111) to (112) 
now is perfectly allowed because both numbers in (111) are finite. Thus 
with this prescription the self-mass is gauge independent also in the lowest 
order.

1 G. Kâllén, Elementary Particle Physics (Addison-Wesley, 1964).
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The considerations in this section are a nice illustration of how carefully 
one must treat the infinite numbers met in canonical field theories of this 
kind.

12. Conclusions

It appears as if quantum electrodynamics in the covariant gauges of the 
type studied in this work is as consistent as the conventional theory of the 
Fermi gauge. But it is also clear that the formulation in that gauge is the 
simplest, not only because the photon propagator has its simplest form here, 
but also because the energy is not diagonalizable in any other gauge than 
the Fermi gauge. The transformations which connect different covariant 
gauges are of a rather singular nature. Although it migh be conceivable that 
quantum electrodynamics would only be consistent for one choice of gauge 
parameter, no special reasons have as yet been found which would support 
this possibility. One might argue that the apparently gauge dependent self­
mass could be an indication of an inconsistency of quantum electrodynamics, 
but it is clear that this inconsistency only arises because the perturbation 
calculation gives rise to a divergent self-mass, and it therefore belongs to 
the general class of defects of the theory which are circumvented by the 
renormalization procedure.
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APPENDIX
The distribution

E'(.r) = 2 ni § dp (p2}é~ipx

has obviously the properties

□ E(x) = 7)(.r),

E(-.r) = -E(x’),

where A(x,p2) is the well-known singular function

A(x,p2) = — 2 ni \ dp e(p) 0(p2 — p^e ipx.

(A- 1)

(A. 2)

By integration over p0 and over angles we find from (A. 1)

dp eip‘x d / sin o.)xo\ 
(2 tt)3 2 co da> \ co /

_ sin a>xo 
da> cos co I a: I---------- .

OJ 
o

From this we immediately get

E(.r) = j^0(x2),
O 7T

and from (A. 3)

E(x,o) = Ê(æ,o) = Ë(ië,o) = 0; Ë(x,o) = ô(.r).

£(.r) - - J (A- 3)

(A. 4)

(A. 5)

From (A. 4 ) it is clear that the positive frequency part of E(x) is diver­
gent for co-> 0. But it also seems as if the positive frequency part of df(E(x)
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were convergent. Let us therefore study this divergence somewhat closer. 
We use here the well-known expansions of the singular functions

Equation (A. 5) is easily seen to follow from the first equation by differen­
tiation after /z2. By differentiation of the second we get

dz1(1)(.r,/z2) 
dfT

and this is clearly not convergent for /r -> 0. But the gradient of this expression 
is convergent in the limit

3 âd(1’(.v,/)
2 dfi2

This means that we may define the distributions

/J2 = o

£,,-£<±)('r) " ä^ÖAj(±,(x''“2)
;z2 = o

while the distributions E(1) and E(±) do not exist.
From (A. 3) it now easily follows that

Likewise it follows from

3„E0,(.r) -
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^£(1)(-r) = “j ö/i(7j(1)(^) - æ0^(1)(æ))> (A. 6)

1
where ---- and d.. cannot be interchanged.

2 A fl
In order to find the propagator

= l<olM/z(æ),AJ,(y)}|o>+ |£(x-y)<o|[A/l(æ), Ar(i/)]|o> (A. 7)

we shall first calculate the vacuum expectation value of the anti-commutator. 
We express Afl in terms of the Fermi field through eq. (36). Using the fact that 

<o|{Aj(x),A^(y)}|o> gßVDw(x-y)

we get by means of (37)

<0|{/l(.T),Af(ÿ)}|0> -

<o|{4(.r),/l(ÿ)}|o> = (».

Then from these equations and eqs. (35) and (A. 6) we finally get

<o I {A/Z(.r), Av(y)} |o> = - g/lvI)w(x - y) - (1 - a)d/{dvE(1)(.r - y).

From the properties of U(.r) it follows that

y)E(x-y)),E(x-y)dfidvE(x~y) = dfldv(e(x

y*=o

so that we may write the propagator in the form

7>//r(.r - y) = - g/lv\A Dw(x - y) + | e(.r - y)D(x-y)^ - 

d,idv _ +i~

In momentum space we find

i d i

= ' 1 , 2 . ' + - 2---- -\2 •
1( IE (Å’+ze)

Indleveret til Selskabet den 22. juni 1966.
Færdig fra trykkeriet den 10. februar 1967.
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Synopsis

The polarized absorption spectra of d,l Coen3Cl3.3H2O, d,l [Coen3Cl3]2.NaC1.6n2O and 
D [Coen3Cl3]2.NaC1.6H2O and the deuterated species have been recorded at liquid helium 
temperatures. Using all of the transitions (t2g)6-> (t2g)5(eg) we get C = 3,925 cm-1 and lODq = 
25,275 cm-1. At 4.2 °K a discrete vibrational structure is found in the axial, it and cr compo­
nents of the 1Alg->1Tlg(Oh) transition. Since the axial and a transverse spectra match, the 
transition intensity is derived via an electric dipole mechanism. The lowest line in the axial, 
n and cr spectrum falls at 18,960 ± 2 cm-1. At the origin the non-cubic potential field in these 
complexes is estimated to be 0 ± 4 cm-1, while at the Franck-Condon maximum extrapolation 
of the symmetric progression leads to a value of the “trigonal” splitting of about 10 cm-1. 
Furthermore 10-15 °/0 of the total intensity in Co(en)3+ + + arises from electronic processes 
and tbe remainder from vibronic couplings. A discussion of these features leads to the result 
that the measured circular dicroism of a solution of optically active Co(en)3+ + + ions is most 
likely to be explained by assuming two conformers to be present in solution as originally 
suggested by Woldbye.
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Introduction

Recently, a number of investigations that deal with the crystal absorption 
spectum* 1)* 2)* 3) and the circular dichroism spectrum (C.l).)(2) of the tris­
ethylenediamine Cobalt(III) ion, Co(cn)33, have been reported. In these 
papers the results were analyzed assuming an effective molecular D3 point 
group symmetry.

The solution absorption spectrumcorresponds to that expected on the 
basis of a simple octahedral Oh crystal field model (5> viz :

4Alg -> 4Tlg found at ~ 21,000 cm-1

4Alg -> 4T2g found at ~ 29,000 cm-1

The broad, weak absorption at 10,000-16,000 cm-1 has further been 
associatedwith the spin forbidden transition,

^ig-3^.

In the main those features were also found in the crystal spectra* 1) of Co(en)33. 
In particular the axial spectra, reported for pure* 2)* 8) and for dilute* 3) crystals, 
predicted a 4E (D3) state in the region of the 1Tlg(Oh) absorption. However, 
the almost octahedral environment made the evaluation of trigonal field 
parameters* 3) rather hazardous. In fact, and this aspect has been largely 
ignored, these spectra do not give conclusive evidence that trigonal field, 
D3 selection rules are adhered to in this compound. Furthermore, recent 
investigations of the analogous nickel (II) tris-ethylenediamine complex* 7) 
have shown that the D3 selection rules are not particularly well obeyed.

Much of the interest of these studies has been to characterize the trigonal 
field parameters, to establish the distribution of the absorption bands inten­
sities and to elucidate the source of this spectral intensity. In some studies 
(2)(3)(8) the results have then been compared with the C.D. measurements 
for this ion in solution and in axial crystals.

Because the absorption bands and the C.D. curves are broad, and 
because the empirical parameters to be estimated are small, much un- 

1*  
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certainty exists with regard to some of the more fundamental quantities 
necessary for a succesful treatment of the problem. As a result, we have 
undertaken a study of the spectra in oriented crystals at 4.2 °K in the hope 
that sufficient resolution of the absorption bands will obtain and that more 
precise information may become available. A preliminary report of this 
work* 9) has shown this to be the case.

Experimental

Polarized crystal spectra have been taken at ~ 300°, 80° and 4.2 °K. 
A Cary 14 spectrophotometer has been used except in cases where increased 
resolution has been desired and then a Zeiss 2-metre grating spectrograph 
(dispersion ~ 3 A/mm in the region of interest) has been used. A microcrystal 
technique* 10) has been used to record the total region of absorption of thin 
crystals (i. c. 5000 — 33,000 cm-1). In the 4.2 °K spectra thicker crystals were 
used so that the weaker regions of absorption, which are of more concern 
in these spectra, show up more clearly.

Extinction coefficients in the crystal are defined as

O.D. = optical density
£ = 1 where M.W. = molecular weight

t. d 1000
t = crystal thickness in cm

d = density in g/cc

Spectra are reported for pure single crystals, oriented and identified by 
means of X-ray techniques.

Crystal structures

d,l Co en3Cl3.3H2O (here after I): Trigonal* 11), space group P3ci“^3d 

a = 11.50 Å molecular symmetry U3

c = 15.52 Å cobalt site symmetry C3 

5=4

These crystals are hexagonal plates with (0001) well developed or thick 
hexagonal needles with {1120} well developed. Axial spectra have been 
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taken on (0001). The unique C3 axis of the unit cell corresponds to the C3 
axis of the molecule and both are normal to this face. Transverse spectra, 
with the electric vector parallel (%) or perpendicular (cr) to the C3 axis were 
taken on {1120} and {1010}.

The crystal of the other complexes studied grow in similar habits to 
those described above and spectra were observed in an analogous manner.

d,l [Co en3Cl3]2.NaC1.6H2O (II): Trigonal«12), space group P3C1- D3d

a = 11.45 Å molecular symmetry I)3

c = 15.68 Å cobalt site symmetry C3

z = 2

Axial spectra were taken on (0001); transverse on (1120)

D[Co en3Cl3l2.NaC1.6H2O (III): Trigonal«13), space group P3-C3

a = 11.47 Å molecular symmetry D3

c = 8.06 Å cobalt site symmetry C3

z = 1

Axial spectra were taken on (0001); transverse on {1120}.
The deuterated species of the latter two compounds, IV and V respec­

tively, grow in the same manner and are considered to be isomorphous and 
isostructural with the parent protonated species.

Results
300 °K spectra:

In the regions where the studies overlap, these spectra are in qualita­
tive agreement with those reported earlier«1) «2> «3>. Since the spectra for 
I-V are so similar, we report details for one compound only. (II, Table 1, 
Figure 1).

Some care has been taken in measuring the % spectrum in the region 
25,000-33,000 cm-1 and in all cases we confirm the earlier report«1) con­
cerning the appearance of an absorption band in this region.

In the region 10,000-15,000 cm“1 there is a broad weak absorption 
(Figure 2), similar to that seen in solutions of Co en3+. The absorption is 
not anisotropic in the crystal.



6 Nr. 12

* For spin-allowed transitions add -300 cm-1 to each rmax and reduce each £max by about 
10—15 °/0 to generate 80 °K results. The spectrum at 4.2 °K is very little altered to that at 
80 °K if the vibrational finestructure (Table 2) is ignored.

Table 1. Crystal Spectral Results for d,l 2[Co en3Cl3].NaC1.6H2O at various 
temperatures.

300 °K vmaxcm 1 emax±lO°/o £ /s 
n‘ a D3 assignment C3 assignment

axial 21400 100 lEa lEb

29200 130 — — lEb lEb

-14000 1 — — triplet triplet

n 21285 130 + 140 1.30 1a2 1A
29650 60 - 450 0.46 lEbxe or 1Apa2 1A

-14000 -1 — -1.0 triplet triplet

cs 21425 100 + 140 1.30 1E» lEa

29200 130 - 450 0.46 lEb lEb

-14000 -1 — -1.0 triplet triplet

80 °K*
axial, 7t, a 13500

17750
-0.5
-2.0 —

1.0
1.0

3Tig(Oh)
3T2g(Oh)

80 °K spectra:
Compared to the above spectra these measurements show an overall 

shift of t'max values to higher energies, a reduction in the intensity of the

Fig. 1. The room temperature crystal spectrum of d,12 [Co en3Cl3].NaC16H2O.
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15960 13500 cm~'
Fig. 2. The effect of temperature on the spectrum of d,l [Co en3Cl3].NaC1.6H2O in the region 

of the spin forbidden transitions to 3Tlg and 3T2g.

21,500 cm-1 and 29,500 cm-1 absorption bands and the resolution of two 
weak absorption bands on the low energy side of 21,500 cm-1 (Figure 2).

4.2 °K spectra :
With one major exception these spectra are, in general similar to those 

obtained at 80 °K. The low frequency side of the 21,500 cm-1 bands develops 
well resolved vibrational structure, the shape and resolution of which is 
dependent on the particular crystal lattice under investigation. Crystals I 
and II are almost indistinguishable with the latter the better resolved (Fi­
gure 3). The structure in III is less obvious than in II and is also altered 
somewhat from that seen in Figure 3. Finally the deuterated species IV and 
V show frequency shifts that may be correlated with changes in zero point
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Fig. 3. Vibrational structure in the n, o and axial spectra of d,l 2[Co en3Cl3j.NaC1.6H2O in the 
region of th lrl']g(Oh) excited state.

energy and very minor vibrational effects that must arise from mass al­
terations in the vibrating systems.

For these 4.2 °K spectra the absolute frequencies are thought to be good 
to ± 5 cm-1 and the reproducibility to better than ± 2 cm-1. Spectral dif­
ferences greater than 3 cm-1 are expected to be meaningful although band 
width considerations apply differently to various spectra.
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Assignment of spectra

(1) Ligand Field Parameters:
At 80 °K, the spectra show four absorption bands that may be confidently 

associated with singlet/tripet (13,500 cm-1, 17,750 cm-1) and singlet/singlet 
(21,500 cm-1, 29,500 cm-1) excitations within the d orbitals of the cobalt ion. 
Ignoring the splitting, that is apparent from polarization measurements, it is 
possible to calculate Dq, B and C. This is done using diagonal energy ma­
trices and since only intensities and average energies are used the spectra 
are designated with Oh symbols.

11 3rrAig 1 lg 10 I)q - 3C 13500 ± 50 cm“1
3T1 2g 10 Dq + 8B-3C 17750 ± 50 cm-1

IT1 is 10 Dq — C 21350 ± 100 cm-1

IT1 2g 10 Dq + 16B-C 29400 ± 100 cm“1
^singlets 503 cm-1
Btrip lets 530 cm-1

C3Tlg/1Tig = 3925 cm-1

C3T2g/1T2g = 3815 cm-1

10 Dq 25,275 cm“1 when C = 3925 cm“1

These data should be quite precise as a consequence of the narrowing 
of the bands and the observation of all four d-d absorptions.

(2) 300 °K Spectra:
From the similarity, between Co en3+ in solutions and in crystals and 

Co(NHs)|+, it has been suggested* 14) that the former is “almost” octahedral 
and that the absorption band intensity is controlled by a similar mechanism 
in both complexes. This is tantamount to predicting a vibronic intensity 
gaining mechanism and small trigonal field distortions in the former complex.

The correspondence between axial and a spectra confirms an electric 
dipole mechanism in the singlet/singlet systems although no such distinction 
can be made for the more vulnerable singlet/triplets because the absorptions 
are isotropic. This is also true at lower temperatures so that no decision can 
be made between electric and magnetic dipole processes in these weak bands.

Assignment of the spectrum is possible in I)3 or in C3. (Assignments 
Table 1). The % component at ~ 29,650 cm-1 deserves some comment. 
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Firstly, it is weaker than lhe other singlet/singlet transitions, thus reflecting 
a more forbidden character. Secondly, it falls at slightly higher energy than 
its a component (1Eb in I)3 or C3) and finally, it should be absent if I)3 
electronic selection rules are rigorously obeyed.

(3) 80 °A Spectra:
The weak bands at <18,000 cm-1 may reasonably be assigned as tran­

sitions to 3 * * *Tlg and 3T2g (Oh). The broad room temperature absorption in
this region is now accounted for. This area is further complicated by what
appear to be third and fourth overtones of N-H and C-H stretching vibrations

Thus, in I)3, a vibronic contribution is necessary to describe the ab­
sorption. It may be via either of the following mechanisms,

1A1 -> 1Eb x e .ry(o-) and z(tï) polarized

1A1 -> ’A2 x a2 z(.-r) polarized.

If the site symmetry is included, the intensity follows as a natural 
consequence of the transformational properties of the electric dipole moment 
operator in that symmetry

i. e. XA -> 1A "(^) polarized.

From the present results alone it is seen that D3 vibronic or C3 electronic 
selection rules can give a satisfactory description of the broad band spectra. 
On the basis of a previous paper<7> and from the temperature dependence 
of the absorption band intensities (See below) it seems probable that the 
vibronic D3 description is likely to dominate the spectrum. In a later section 
(p. 14) however, it appears that site influences are not entirely negligible.

In Table 1 emax values, vmax values, zdvmax values and polarization 
ratios are listed. It should be noted that these parameters are determined 
by vibronic contributions, by the shape of the potential surfaces of the 
upper states, by their relative disposition with regard to the ground state 
and by the associated Franck-Condon factors |(%l^i)|2 occuring in the 
expression for the band intensity I :

i °° Kv’olvøl2 • l(v,ëilRelv?éi)l2-

This implies that discussions relating to electronic perturbations are not 
necessarily valid when parameters derived from emax and drmax values are 
utilized.
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that have almost comparable intensities to those of the singlet/triplet elec­
tronic transitions.

The intensity shifts observed by going to lower temperatures give evi­
dence of considerable vibrational hot band contribution to the intensity of 
lrrig and 1T2g of Oh. The lrflg absorption edge moves 1500 cm-1 to higher 
energy on cooling to this temperature (Figure 2) and is very little affected 
on further cooling. Allowing for some increase in Dq on cooling this shift 
still corresponds to the freezing out 3 or 4 quanta of a 250-300 cm-1 ground 
state vibration. The intensity gaining efficiency of the higher members of 
these ground state vibrations must be strongly restricted by thermal popu­
lation considerations at 300 °K although it is likely that these excited ground 
state levels arc intrinsically more potent at intensity stealing because of 
anharmonicity and vibrational amplitude considerations. The fact that the 
overall intensity decreases on cooling certainly supports this point of view 
as well as it does the argument that a large part of the absorption band 
intensity arises from vibronic processes.

(4) 4.2 °K Spectra:
The important feature in these spectra is the development of discrete 

vibrational structure in all axial, n and a components of the 1Alg -> lrflg (Oh) 
transition. Using II as model, it is possible to derive the following information 
(Table 2, Figure 3).

(i) The axial and o transverse spectra correspond both in measured 
intensity and in quantitative matching of the vibrational structure. As a 
consequence the transition intensity is derived via the electric dipole mechan­
ism (The vibronic bands in this region have e~ 1 — 10 so that magnetic dipole 
processes could have contributed considerable intensity).

(ii) The lowest line in the axial, 7t and a spectrum falls at 18960 ± 2 cm-1. 
Originally it was considered^ that axial, n and u could not be distinguished 
although measurements on a large number of crystals suggest that the axial 
and a line lies at slightly lower frequency than does the % line. This difference, 
however, is still within the uncertainty of the measurement. In the present 
analysis these lines represent the (0,0) transition of the D3 (or C3) induced 
electronic*  absorption system.

Thus it is possible to give a precise value for the splitting A of the elec-

* In this article the term “electronic” is reserved for the symmetry allowed (0,0) bands 
plus any associated totally symmetric vibrational progression built upon (0,0). ‘Vibronic’ refers 
to intensity arising from non-totally symmetric vibrations and their associated progressions, 
superimposed upon the (0,0) band.
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Crystal II.

Table 2. Description and Assignment of the vibrational finestructure seen 
in crystals II and III at 4.2 K.

axial, er 71 e^/£a assignment

18960 ± 2 cm“1 18960 2.0 (0,0)
19146 19146 1.3-1.5 + 185
19218 19218 2.0 + 255
19305 19306 1.3-1.5 + 345

-19370 ? <1.5 -+ 400
19405 19410 -1.4 + 185 + 255
19470 19465 2.0 + 2x255
19555 19550 1.3-1.6 345 + 255
19630 ? <1.5 + 400 + 255
19665 - 19670 <2.0 + 185 + 2x255
19730 19740 - 2.0 + 3x255

-19800 — <2.0 + 345 + 2x255
-20000 20000 -2.0 + 4x255

Crystal III.

axial, a 7t £^/£a assignment

(18915) (18915) — (0,0)
19100 ± 5 cm-1 19100 ± 5 cm-1 > 1 + 185
19158 19158 > 1 + 255

7 7
7 ? —

19345 19345 > 1 + 185 + 255
19395 19395 > 1 + 2 x 255
19500 19500 > 1 + 345 + 255 ?

-19600 - 19600 __ + 185 + 2x 255
-19660 - 19660 — 3x255

19750 19750 + 345 + 2x255
— — —

These assignments are not unique, see text.

tronic energy level by the non-cubic potential field in these complexes; 
i. e. A = 0 ± 4 cm-1 and if the axial and a spectra really are below the n 
band, A ~ 1 -3 cm-1.

The intensity of these (0,0) bands is 1—2 and in all cases the ratio 
between components is EjJeq = 2.0 ± 10 °/0.
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3) A vibrational analysis of the first 12-15 lines (Figure 3) provides the 
following information,

(i) A progression, involving a symmetrical vibration with frequency 
255 ± 5 cm-1 in the excited state and based on (0,0), extends some 5 or 6 
numbers before it is lost in the continuous absorption that builds up very 
rapidly as llie frequency increases. After approximate background corrections 
the ratio e^/e^ remains near that found for (0,0). This is expected for a 
totally symmetrical vibration superimposed upon the (0,0) band.

(ii) A vibration of 185 ± 5 cm“1 adds one quantum to (0,0) and is then 
followed by 2 or 3 quanta of the symmetrical 255 ± 5 cm-1 vibration. The 
intensity ratio for each member is in the range 1.3-1.6. The appearance 
of only one quantum of 185 ± 5 cm“1 plus the change in polarization ratio 
trom that shown by (0,0) indicates that this vibration is non totally sym­
metrical.

(iii) A non totally symmetrical vibration with frequency 345 ± 5 cm-1 
appears (e7r/eo.~ 1.3-1.5) and has several quanta of 255 ± 5 cm-1 built on it.

(iv) Finally the axial and a spectra show a weakly resolved band at 
(0,0) + ~ 400 cm“1 followed by one or more quanta of 255 ± 5 cm-1. This 
vibration is not totally symmetrical.

No reliable infrared or Raman analysis is available for the Co en3+ ion. 
The IB spectrum shows a strong band at ~ 250 cm“1 and medium absorp­
tions at 350-370 cm“1, 440-470 cm“1 and above. It is not unreasonable to 
associate these values with those found in the electronic spectrum and they 
are quite likely to be associated with components of the 2llu and t2u vibrations 
of the CoN6 octahedron. Because of the influence of the site it is not possible 
to get any more information about the parentage of these vibrations.

If the I)3 assignment is preferred, these electronic transitions must be

% spectrum

axial and a spectrumand

tlu of Oh transforms like a2 + e and t2u like ax + e in I)3 so that if each 
vibration is equally efficient at gaining intensity, any vibronic contribution 
arising from a nearly degenerate pair a2/e or a^e, will give rise, in the first 
quantum, to bands with composite polarizations En/Eo~ 0.7 in the former 
and En/Eo~ 1.3 in the latter instances. If the site symmetry is included the 
ration is ~ 1.3 both cases.

The discussion of a transition (t2g)6 -> (t2g)5(eg)1, should admit the 
possibility of observing a dynamic Jahn-Teller effect in the upper states.
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In the present case, if the transitions may be classified in D3 or C3, the n 
spectrum is associated with a transition 1A -> XA, and the a spectrum with 
1A -> 1Ea. The former transition should then be able to experience a pseudo 
Jahn-Teller effect, the latter a genuine one. The close correspondence, be­
tween the o' and n absorption in the vibrational structure as well as the 
position of the (0,0) band, makes it impossible to evaluate any Jahn-Teller 
parameters. Anyhow, the states behave as if no such effect is active.(31) (32)

Minor differences in the structure, seen in this region for other crystals, 
must be due to alterations in molecular and or crystal environment by crystal 
packing forces. Certainly, distortions of the ligand framework have been ob­
served(3) although the molecular units still maintain D3 symmetry and, in 
the cases of interest, the cobalts still occupy a site with C3 symmetry. Be­
cause of the nature of the spectra it has not been possible to separate these 
various influences and the differences are loosely termed crystal effects. Even 
more to the point, it is still not possible to unambiguously distinguish the 
contributions from a vibronic D3 mechanism and from C3 site.

Crystal III shows some difference from II in this region. As seen earlier, 
the space group is altered and the packing is slightly different with small 
variations in the metal/chelate angles. These effects must be responsible for 
the changes in the details of the crystal spectrum.

Comparing with II, the spectrum of III shows an overall shift of 50 — 
60 cm-1 towards lower energy, the intensity of the 255 ± 5 cm-1 progression 
is greatly reduced (including that of the origin) and the 345 ± 5 cm4 pro­
gression is not clearly seen at low frequencies. When these changes are 
taken into account it is possible to discuss the spectrum of III in the same 
way as for II. The final conclusions (for III) are,

(i) The (0,0) band is very weak and is not resolved from the background.
(ii) The 255 ± 10 cnr1 vibration is identified and appears in several 

progressions, thereby confirming the previous analysis in II.
(iii) (0,0) lies at lower energy than in II and the trigonal field splitting 

is again very slight and less than the un-certainty of the measurements.
(iv) The correspondence between axial and o' spectra again supports 

the electric dipole mechanism for the intensities which, in total, are very 
similar to the values found in II.

The assignment of these lines ( fable 2) is not unique. For instance the 
whole pattern could be moved 140 cm 1 to lower energies when the (0,0) 
band in II and the lowest resolved band in III would coincide. This would 
introduce new problems in the vibrational analysis so that the present 
arrangement is preferred.
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The deuteration of II to give IV results in the following changes in the 
spectrum. The only region that appears to he affected is the low energy side 
of 1Tlg(Oh). Here, lhe (0,0) hand moves 105 ± 5 cm-1 to higher energy 
although relative intensities, within lhe band system, remain unaltered. This 
is quite in accord with similar studies on, for instance, naphathaleneOö), 
benzeneOeq acetylened?) and lhe nickel (II) tris ethylenediamine ion<7).

The observed vibrational frequencies of the upper state do not seem to 
be influenced by the deuteration. In particular, the totally symmetrical mode, 
v = 255 ± 5 cm-1 is not altered by as much the error of the measurements. 
The axial, % and cr spectra still have the same relationship to each other.

The shift in the (0,0) band position can be rationalized in terms of 
changes in zero point energies in the ground and excited states of the two 
complexesOe). The invariance of the vibrational frequencies upon deuteration 
indicates very little movement of the exchanged protons in lhe normal modes 
corresponding to these frequencies.

The compounds III and V behave in an analogous manner and they 
will not be considered further.

(5) Intensities:
The intensities reported in this and some earlier investigations are in 

good agreement (Table 1).
One of the major problems, in earlier works, has been to separate the 

electronic intensity, fel from lhe vibronic intensity fvib. From the present 
measurements, especially in II, it has been possible to get reliable expressions 
for these two contributions.

If fel arises only from (0,0) + nv, where v = 255 cm-1 (a lower limit to 
fel) then in 1A1 -> 1A2; 1Ea, where the total band width is 7000 cm-1, n = 28. 
The (0,0) bands have zlr1/2~30 cm-1 so assuming overall dr1/2~ 100 cm-1 
and taking a mirror image about the band centre the intensity expression 
reduces to

28 14
fel- 4.6 X IO’9 2? £maxAvll2 = 9-2 x 1,)? 2? £max- 

n = 1 n = 1

For the ^Aj^ -> 1Ea transition £(00) = 1 ± 10 °/0 and assuming each line 
increases by one e unit/line [reasonable, at least for n < 5] this leads to

f“- 1.1x10-«; f* ul - 1.84x10-3. 
el + vib

Thus
f»al 6 X 10-2
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and

fei/fötal = 10 x 11) 2 since

(6) Distribution of intensity:
The xAlg -> 1Tlg(Oh) absorption of II is the best example to discuss.

Ignoring the differences in structure and in the distribution fei/fVibronic’ the
same remarks apply to the equivalent transition in III.

The (0,0) band shows eA2/eE =2.0 whereas the value measured at the 
%ax position is eA2/eEa = 1-3.

fö = 2.2 x 1(T4 

fötal = 2.18x10-3.

These estimates are probably better than order of magnitude since the 
lower limit is given by the bands we actually observe and this accounts for 
better than 10 °/0 of the total fel. Thus it is very reasonable to conclude that 
10 15 °/0 of the total intensity arises from electronic processes and the 
remainder from vibronic coupling.

Comparison between the solution oscillator strengths for Co en3+ and 
Co(NH3)g+ lends support to this supposition. In solution the difference 
between the intensity in this band is 

= 4 X 10-4

whereas in the crystal the electronic intensity for

- 1 A, + % is fâ-E» ~ |ffr + I f- 1.5 x 10-4.

In the same way, if the n component at ~ 29,650 cm-1 is entirely vibronic, 
and controlled by 1)3 selection rules as opposed to C3 site symmetry rules, 
then again it would indicate considerably vibronic intensity. Unfortunately, 
quantitative estimates based upon this absorption system are not likely to 
to very useful.

In III the (0,0) band is not clearly resolved and the structure is less 
clear than in II. Nevertheless, the correlations made in the previous section 
allow an estimate of fel to be made. The intensity arising from (0,0) + nv 
where r ~ 250 cm-6 * 1 * is estimated to be in the region fel ~ 1 x IO-5. The con­
comitant decrease in fö’ E;l may account for the fact that, for a number of 
crystals, the total intensity, f^al for component III seems to be 5-10 °/o 
less than that for compound II. Measured intensities in our crystals carry 
±10 °/o error so that this apparent difference may not be real.
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This variation must arise from differing vibronic contributions in A2 and 
Ea because totally symmetrical vibrations would be expected to follow the 
ratio given at (0,0) and there does not seem to be any reason why totally 
symmetrical vibrations associated with one transition should not appear in 
the other. Assuming that the active vibrational modes of the octahedral 
CoN6 (2tlu + t2u) are equally adept at gaining intensity it is seen, that when 
D3 selection rules persist and the electronic contribution arising from 
(^ei|Re| Vei) 1S taken into account (assumed to be 2.0 in this case in favour 
of xA2), the expected ratio is

£»/£i = 0-9 (obs. 1.3).

If the site influence is included, this becomes

£u/£x = 1-3.

Short of actually attempting calculations of vibronic coupling intensities, 
these arguments are not very conclusive as concerns the I)3/C3 symmetry 
question although, the predominance of polarized vibronic contributions can 
be rationalized in this manner.

The theoretical elucidation of the electronic intensity distribution is as 
usual a rather delicate matter. Compare for instance the two point groups 
D3 (Symmetry elements E, 2C3 and 3C2) and C3v. (Symmetry elements E, 
2C3 and 3<jv). These two groups look very similar indeed, but a cobalt (III) 
complex will have quite a different intensity distribution if it belongs to the 
one or the other point group. The levels Tlg (Oh) and T2g (Oh) will in both 
of the lower symmetries transform as A2, E (Tlg) and Ax, E (T2g). However, 
the electric dipole vectors transform as (A2, E) representations in D3 and as 
(Ap E) representations in C3v. Hence the 21,000 cm-1 band is expected to 
be seen in o polarization for a 1)3 molecular group and be forbidden in a 
polarization assuming a C3v point group, whereas the reverse is true for the 
29,000 cm“1 band.

These general predictions are of course born out by actual calculations. 
Indicating the angular parts of the molecular orbitals in C3 quantization, 
we have* 18) for the pertinent molecular orbitals

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 12. 2
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Utilizing the symmetry operations of the I)3 group (i, j, and k being 
the unit vectors) we get

(t° |r| e+) == OÎ + aj + ok

(t° |r| e-) == ai + oj + ok

(U |r| e+) == OÎ - ß) + ok

(U |r| e-) == £î + oj + yk

(I" |r| e+) =-ßi + oj - yk

(U |r| e-) == OÎ + ß] + ok

where the occuring molecular integrals are

a = (t° |x| e-)

ß = (l,_ |x| C“)
y = (t+ |z| e-)

The excited states are mainly determined by the cubic field, but are split 
(at least in principle) by the lower field. The following formular for the 
electronic dipole matrix elements are then obtained by utilizing the proper 
excited states functions:

(‘A, |R,| ‘T^A,)) - 0

(‘A, |Re| 1T2(EA)) - (a - |, 2ß)i

(‘A, |R,| ^(E®)) - (a-I 2/3)j

('A, |Re| *T 1(A2)) - 2yk

(‘A, |Re| 1T1(EA)) -(-«-J W 
(’A, |Rel ‘T/E®)) - (-a-|/2A)j

The theoretical polarization ratio in I)3 symmetry is therefore for the “first” 
^Tjg) band
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k = 4/2_

(7) The Absorption Spectrum and Circular Dichroism.
The foregoing discussions have clarified some questions as to the splittings

of electronic components and the influence of vibronic intensity upon the

* There appears to be a mistake in Sugano and Tanabe*21' ; they get a linestrength different 
from zero for I(J in the “second” band.

1er (a + | 2/?)2

and for the “second” (1T2g) band

k = o 
O (x-|W

These intensity ratios are completely analogous to those of McClure*19) 
apart of course from the fact that the levels are “reversed” and that the 
matrix elements a, ß, and y are different from his, due to the different 
symmetry elements of the group.

The actual evaluation of our matrix elements requires a detailed know­
ledge of the molecular orbitals, whose angular transformational properties 
are indicated by t+, t_ and etc. Notice in particular that the signs of a, ß and y 
are unknown, and unrelated to each other. Since the actual intensities are 
rather small, the matrix elements are probably only of the order of mag­
nitude of 107 * * 10Å. In strictly octahedral symmetry they would of course be 
zero. They owe their non zero value to the participation of the chelate ring 
orbitals in the bonding, and/or perhaps to “misdirection” of the nitrogen 
orbitals* 20). The fact that the cr components of the 1T1 and lrf2 bands have 
nearly the same intensity indicates that either |a|«|/?| or |/?| « |oc|.

A rather interesting sidelight are trown upon these considerations if we 
for a moment consider the less general model proposed by Sugano and 
Tanabe*21). Their model considers explicitly the introduction of an “odd” 
pertubing field of the form

Q odd = a JI zi + higher “odd” terms.
i

If the expansion is broken off after the first term (assuming this to be pre­
dominant) we get the intensity ratio for the first (lrflg) band 1^/1^ = 4/1, 
but I^/ICT = 0/0 for the second (lrf2g) band*.  The experimental ratio for the 
“allowed” intensity of the first band is as we have seen, close to two. 

2*
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fine structure and the overall intensity distribution within these components. 
Pertinent to the question of the origin of the C.D., both in a crystal and 
in solution, is the ability of non-totally symmetric vibrations to contribute 
to the rotational power. Moffitt and Moscowitz<22> have suggested that 
such contributions should be very small whereas Weigang<23), in a series of 
papers, has developed the concept to the point where non totally symmetric 
vibrations of the excited stale may contribute significantly to the C.I). 
From Weigang’s treatment, it would appear that it is nearly impossible to 
clarify this question from the present work because the spectra are not 
sufficiently resolved, and the C.I). results are very broad and structureless. 
Yet even under these circumstances it still seems profitable to consider the 
more general aspects of this matter.

Absorption band maxima are often used as the measure of an electronic 
energy. In terms of the Franck-Condon model, and with the crystal near 
0 °K, the absorption maximum certainly represents the (n, 0), vertical 
transition in a case where only one vibration may be excited. In polyatomic 
molecules, and especially when several vibrations of different symmetry type 
and of different frequency are excited, the final absorption envelope is made 
up from the superposition of curves obtained from several sections of what 
is now a (3n-6) dimensional surface. Each section may have a different 
potential function and the resultant band envelope, as determined by 
(V’oIv^i)2’ may have quite a different character for each section. When the 
vibrational structure is resolved it is possible to estimate these various 
contributions. In the present case, the totally symmetric vibration, v = 255 
cm-1 and the non totally symmetric, v = 185, 345 and ~ 400 cm-1 are seen 
only at low v' so that the estimate of their contributions are necessarily 
approximate. If it is assumed that each section of the P.E. surface has the 
same shape, it is possible to sum over these contributions by taking (0,0) 
+ 11 255 adding it at (0,0) + 185; (0,0) + 345 and (0,0) + 400 cm“1 with 
due account taken of intensities. This is shown in Figure 4. The % set gives 
each contribution equal intensity and results in rmax = 21650 cm”1, emax = 
108. The o set halves the contribution from (0,0) + n 255 and provides 
rmax = 21750 cm“1 and e = 94. In actual fact, the non-totally symmetric 
contribution in a should be increased and hence should increase
slightly. This procedure demonstrate the origin of the so-called “trigonal 
field” splitting in vmax. The good agreement with experiment is probably 
fortuitous although it does again suggest that the major contributors to the 
absorption band intensity have been identified.

As we have demonstrated experimentally for most purposes the (0,0)
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Fig. 4. Computed absorption curves for the 1Tlg(Oh) components of II. The n and a curves 
represent the absorption bands when the electronic and the three vibronic terms contribute 
intensity. The splitting Av m 100 cur 1 should correspond to the measured splitting of the 
band maxima in absorption. The Av tv 350 cm"! is the difference between the <r absorption 
maxima and the axial crystal C. D. maximum in the case that only electronic intensity 

contributes to the C. D.

bands in tc and a plus the first five or six members of the totally symmetric 
vibrational progression must be considered degenerate. Table II. If this means 
that 1Tig(()h) is almost unaffected by non-cubic potential terms then, barring 
such influences as the .Jahn-Teller effect, the P. E. Surfaces, for n and o at 
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least at low v , must be almost, if not exactly, degenerate*  for each section 
when the same vibration occurs in both spectra. Thus for the symmetric 
mode, v = 255 cm“1, the splitting of the Franck-Condon maxima should be 
very small, and of the order of the experimental uncertaincy. We estimate 
this to be ± 10 cm“1, and this should then be the true trigonal field splitting 
of 1Tlg.

* The correspondence between 0 values is necessary but not sufficient since, for some 
normal coordinate a, the o’s may coincide but the surfaces may have minima quite removed 
from each other. Since (O^) hi Co(NHg)3+ is at almost the same energy as the resultant n
and o states in Co en3+ such a possibility can probably be safely neglected here.

** These are taken from 4.2 °K spectra whereas the experimental results in (2) were obtaine 
at ~ 300 °K. The 4.2 °K results should have 300-400 cm“1 subtracted from them in order to 
provide a result that may be compared with the results in (2).

If the details of the analysis of II are transferred to III then the C.D. 
may be considered. McCaffery and Mason (2) have obtained axial absorption 
and C.l). corresponding to cr polarization in a crystal of III. The vmax values, 
’’max = 21400 cm“1 and = 21,050 cm-1 agree well with the simple 
composite curves shown in Figure 4. In the case that only the totally sym­
metric vibrational progression contributes to the C.D.<22): Calculated**  values 
’’måxc.T = 21450 cm-1, = 21750 cm-1. This result is suggestive that,
for this case the non-totally symmetric vibrations are not very important 
and certainly there does not appear any change of sign in the axial a pola­
rized (XE) C.l). which would have given support to the vibronic model(23>.

The transition xAlg -> 1Tlg is fully allowed as a magnetic dipole transition. 
Since the excited state to a good approximation is composed of (/-orbitals, 
we can calculate the matrix elements of the magnetic dipole transition, 
assuming pure (/-orbitals. We get with our chosen orientations:

(‘A, |L| 'T/Aa)) - - ih 2 |Æk

(‘A, |L| ‘t/e*))  - iÄ 2 |/2i

CA, |L| 'TVEb)) - ih 2 I 2j

The value of 2 | 271 should with our approximation be valid to within a few 

per cent. We get then for the ratio of the Rotatory Strengths 9t = (1A1 |R| xX) 

(1X |L| 1A1) of the components of 1Tlg, 91^ and 91^

9^___ 2/
91'cr j/2/î + a
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where the value | 2 is taken from our experiments. Hence

± I 2 9V
Karipides and Piper*3) have shown that, in our notation (a + | Z2ß) + y 

= 0 if in the evaluation of these molecular integrals one uses undeviated 
nitrogen orbitals. Our result shows clearly that this is not permissible. Indeed, 
it is the “misdirection” of the nitrogen orbitals* 20) that leads to a breakdown 
of Karipides and Piper’s result.

Regardless of the sign of the 9t’s we would expect the 9t(1A1 ->1A2) to 
be about 1.4 as strong as the axial 9î(1A1->1E). The absolute signs of the 
two rotatory strengths is seen to be solely determined by the molecular 
integrals a, ß and y. McCaffery and Mason*2) measured the C.D. of D 
[Co en2+] both in solution and axially in a single crystal. In both cases they 
found a positive C.D. curve centred about 20,000 cm-1, however, the in­
tensity of the solution spectrum is only 5 °/0 of the intensity observed in the 
crystal. In addition a new, negative C.D. absorption appears at 23,000 cm“1 
but only in solution. McCaffery and Mason interpret the latter band as 
being due to the XAi -> 1A2 transition.

We have demonstrated that the trigonal splitting of XE and 1A2 in the 
crystal of Co (en)2++does not exceed 10 cm-1. This leads then to the interesting 
question: What is the negative C.D. at 23,000 cm-1 asscribed by McCaffery 
and Mason*2) as the 1A2 band due to? Even if it is true that the difference 
between two observed C.D. maxima by no means corresponds to the “true” 
electronic splitting* 24) <25> we have been unable to generate on an electronic 
computer the observed C.D. results, assuming a splitting of /ess than*»  400 cm-1.

We believe, however, to be able to solve this puzzle in the following way. 
We assume with Woldbye*26) that the complex can exist in two conformes 
in solution but not in the crystal. Now, with a negligable splitting of the 
electronic state we should get for the lrrig band

„ t(Si„ + 28R„)

Jlsol 2_________ _______

dlaxial

with 9V = ± J 29ta this ratio is equal to 0.2 if the 9Ts have opposite sign but 
1.1 if the 9Vs have the same sign. If a fraction of the compound should be 
found in a different conformation, these ratios should be multiplied with a 
number less than one. Anyhow, comparing these numbers with the experi­
mental findings it is seen that it is much more likely for the two rotatory 
strengths to have the opposite signs.
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Some authors* 27) (28> have taken it for granted that and should 
have opposite signs. Il is true that calculations based on a specific model 
namely d-p mixing* 29), shows that and 9^ here have different signs, 
but since this mixing is not the primary cause of optical activity in these 
systems* 30), the appropriateness of the calculation to the sign question is 
rather doubtfull.

That the “other” form of Co (en)g++ should possess an energy difference 
dE'(1A1-1T1) which is a few hundered wavenumbers larger than the “crystal 
form” is not unreasonable. This difference will indeed presumably mostly 
be found when the excited states of the two conformers are compared. 
These slates are antibonding in nature and therefore more susceptible to 
changes in the molecular geometry than is the ground state. It is therefore 
not expected a priori that variations in the respective C.D. intensities due 
to small changes in temperature will occur, since the Boltzmann Distribution 
in the ground states may not be altered significantly, at least so long as we 
can still speak of solutions.

Our conclusion is therefore that the “negative” C.D. found at 23,000 cm-1 
is due to the presence of a di lièrent conformation of Co (011)3++ than that 
found in the crystal, and that 91^ and 91^ have different signs.

The rotatory strength of the “second” band (lrr2g) also presents us with 
a small problem. The level is not connected with the ground state by the 
magnetic dipole operator. Under the trigonal crystal field the two E com­
ponents of Tlg and T2g can of course mix, and we get

(1e(t1)|Q':tI1E(t2)) -

However, by a curious coincidence, we have also that the trigonal 
splitting of both 1T1 and 1T2 is equal to J. Experimentally A is found to be 
arround 10 cm-1. Thus in fact 1E(T2) does not “borrow” significantly 
amounts of angular momentum from 1E(T1) via the trigonal field. What 
angular momentum it carries must have been stolen from a higher excited 
state. Hence the two low-lying XE stales are not coupled together.

Conclusions

The experiments show quite conclusively that the intensity in the Co en|+ 
ion in crystals is predominantly vibronic in origin. Eurthermore these 
vibronic terms have been individually observed and correlated with possible 
IB frequencies. Deuteration of the N-H2 groups in the ethylene diamine 
does not give rise to any large change in the spectra.
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In estimation electronic splitting parameters such as the trigonal field 
parameter d, found here to be ± 10 cm’1, values derived from vmax posi­
tions are at the best, likely to be misleading, and are probably quite often 
incorrect in sign as well as magnitude.

Due to differing crystal influences the spectra of the d, 1 and the D crystals 
of 2[Co en3Cl3]. NaC1.6H2O are somewhat altered in finestructure. The C.D. 
results of McCaffery and Mason are explained assuming two conformers 
of Co(en)3++ to be present in solution as originally suggested by Woldbye.
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Synopsis

The properties of the most general local two-body potential for elastic scattering of scalar 
particles are investigated. This potential is angular momentum dependent. (Arbitrarily energy 
dependent potentials are ruled out by general symmetry and invariance arguments.) In par­
ticular, we investigate the momentum space representation of the angular momentum dependent 
potential, and show that it is characterized by a particular off shell behaviour. By considering 
the partial wave Lippmann-Schwinger equation, we establish in a rather simple manner the 
existence of a p-fold class of phase equivalent potentials (containing p local, angular momentum 
dependent potentials), where p equals the number of bound states in the partial wave under 
consideration. In this connection, we show that a potential, which is defined by using a per­
turbative expansion of the S-matrix from field theory, can be chosen to be local and angular 
momentum dependent, provided the expressions representing the diagrams included in the 
potential satisfy simple regularity conditions. There does not, however, seem to exist any simple 
relation (which does not involve the inverse of the Greens function) between a given non-local 
potential and the corresponding phase equivalent local and angular momentum dependent po­
tential. As an illustration, we make some numerical calculations with a non-local single-particle 
exchange potential. The adiabatic approximation is investigated in this case, and is shown to 
be quite inaccurate for a strong attractive potential.
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1. Introduction

The object of this paper is to investigate the concept of a local, angular 
momentum dependent potential and its relevance to the general problem 
of obtaining a local potential which is equivalent to a given non-local po­
tential.

We consider only the case of scalar particles of equal mass in this paper, 
leaving the general case of spin-dependent potentials to a forthcoming 
paper1).

From the results of the investigations of the inverse problem of scattering, 
one can deduce, as has been pointed out by S. Okubo and R. E. Marshak2), 
that if a potential is reconstructed from a given scattering matrix, it can be 
chosen to be a function of r2 and L2 only, where L is the angular momentum 
operator.

Thus, it is in principle possible to construct a (not necessarily unique) 
local, angular momentum dependent potential, which is equivalent to a 
given non-local potential, in the sense that both potentials give identical 
phase shifts.

In practice, however, this problem has apparently no simple and ex­
plicit solution, since it seems to be rather difficult to obtain a simple and 
explicit relation between the local, angular momentum dependent potential 
and the class of non-local potentials, which have identical phase shifts. 
On the other hand, in perturbation theory, one can easily establish the 
explicit relation between the equivalent local potential and the corresponding 
non-local potentials.

Before proceeding further, we may remark that it is by no means neces­
sary to deal with local potentials instead of non-local potentials in the 
scattering problem. The scattering problem is certainly more complicated 
with a non-local potential, since one has to solve the Schrödinger equation 
as an integro-differential equation, or equivalently the Lippmann-Schwinger 
integral equation, instead of the Schrödinger (differential) equation; but 
the calculations are, after all, not overwhelmingly complicated. Despite 
this fact, almost all the papers (known to the author at least) published on 
e.g. nucleon-nucleon potentials, present potentials which are local, or at 
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most quadratically momentum dependent. These potentials are obtained 
by using approximations involving expansions with respect to the inverse 
of the nucleon mass. The validity of approximations of this kind is quite 
doubtful in general.

The formalism developed in this paper may be used in practical cal­
culations to obtain local, angular momentum dependent potentials which 
approximate given non-local potentials. In such an approximation we com­
pletely avoid the use of expansions with respect to the inverse of the mass 
of the scattered particles. As an example, we have considered a single 
particle exchange potential and calculated the 1S0-phase shifts for the exact 
potential, the static approximation to it, and for our local approximation 
to the potential in question. The details concerning the numerical calcula­
tions are found in sections 5-6.

From our calculations we conclude that the static approximation is 
rather poor for attractive potentials, in particular when the mass of the 
exchanged particle becomes comparable to the mass of the scattered par­
ticles, whereas the phase shifts calculated with our local, angular momentum 
dependent potential, which approximates the non-local single particle ex­
change potential, agree quite well with the exact phase shifts.

There have also appeared a few papers on the problem of defining 
“local” potentials, in which no expansion with respect to the inverse mass 
is used, but where the resulting potential is energy dependent. Among these 
papers, we may mention one by L. A. P. Balazs3). In section 2 we show 
that the use of an energy dependent potential in an ordinary Schrödinger 
equation is inconsistent with fundamental symmetry and invariance require­
ments. This fact casts some doubt on the validity of Balazs’ results in par­
ticular, and on the use of energy dependent potentials in an ordinary (time 
independent) Schrödinger equation in general.

In section 3, which is divided into 3 subsections, we investigate under 
what conditions a potential, given in the momentum representation, may 
be represented by a local, angular momentum dependent potential in co­
ordinate space, and discuss the properties of such a potential both for phys­
ical (integral) values of the angular momentum and for unphysical (com­
plex) values. Section 4 contains a discussion of the equivalence problem, 
i.e., the problem of obtaining a local potential, which is equivalent to a 
given non-local one. In section 5 we discuss the single-particle exchange 
potential, which is used in the numerical calculations.

Finally, in section 6, we present the results of the numerical calculations 
and a discussion of these results.
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In an Appendix, we present a method by which the partial-wave Lipp- 
mann-Schwinger equation, which is used in the calculation with the non­
local potential, can be reduced to a non-singular equation.

2. The general form of the potential

In this section we review some of the properties of a general potential, 
which describes the interaction between two chargeless scalar particles of 
equal mass, and discuss the transformation formulae from the momentum 
representation to coordinate space representation.

From the analysis given in an article by J. Goto and S. Machida4), we 
can deduce that the most general form of a potential between two scalar 
particles, which fulfils natural invariance requirements, i.e. invariance with 
respect to coordinate space translation, Galilei transformation, the exchange 
of the two particles, rotation of space coordinates, space reflections, time 
reversal, and Hermiticity of the potential, is, in momentum representation,

V(ç,/>) = (2.1)

The function Vo is a real function of its arguments, which are the three 
independent scalars that can be obtained from the vectors q and p, which 
in turn are defined in terms of the centre of mass (c.m) momenta as fol-
lows, (Fig. 1)

g = fc-l(ft + fe'). (2.2)

Defining
« = — (r + r v = r ~ r' (2-3)

we have the relation between the coordinate space potential

V(u,v) =

V(u,©) and V(q,p)

(2-4)

(We shall occasionally use the same symbol to denote mathematically dif­
ferent functions, such as V(q,p) and V(u,r), which should not give rise to 
confusion). The potential V(w,u), which in general is non-local, is to be 
inserted in the Schrôdinger equation, in the c.m system*

(£cm + V2) y>(r) = ^d\'V(u,v')y(r'). (2.5)

* We use natural units with h = c = 2M, where M is the reduced mass.
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The transformation (2.4) is discussed in detail in Ref. (5), where it is shown 
that V(ç,/>) may also be transformed to coordinate space by the formula

V(T,p) - \dsq<-‘-rV(q.p), (2.6)

provided p in V(r,p) is understood as - i times the symmetrical gradient 

operator d ;
V’*( r)PV<r) = - ^(y:Xr)VV’(r) - (W*( r)Mr))- (2.7)

The function V(*\p)  may be considered as a symbolical representation of 
V(u,v), which in general is non-local.

Conversely, if V(u,v) is given, V(q,p) can be obtained by performing 
the inverse of the double Fourier transform (2.4). This can also be ex­
pressed in terms of V(r,p) in the familiar form

V(q,p) = {d3re-ik'-rV\r,p)eikr (2.8)

which is equivalent to the inverse of (2.4).
From the previous discussion we deduce that one can obtain a strictly 

local potential V(r) in coordinate space from a given V(q,p) only if V(ç,/>) 
is independent of p. If V(q,p) is an arbitrary function of its arguments 
q2,p~ and (gx/>)2, the resulting coordinate space potential is completely 
non-local. Only in the special case when V(q,p) depends quadratically p, 
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is it possible to obtain an “effective” energy dependent potential in co­
ordinate space from the given V(q,p), in which case the resulting “effective” 
energy dependent potential depends linearly on the energy of the two- 
particle system.

We have considered the most general potential to be used in the ordinary 
Schrödinger equation, restricted only by the invariance and symmetry 
requirements stated at the beginning of this section, and shown that the 
potential in the coordinate space representation cannot be an arbitrary 
function of energy in addition to the r-dependence. We can therefore con­
clude that the use of an arbitrarily energy-dependent potential in an ordinary 
Schrödinger equation is inconsistent with the given symmetry and invariance 
requirements.

There is still one special case in which the potential in coordinate space 
is neither strictly local nor non-local. When V(q,p) depends on q and p 
in a rather special fashion, one obtains in coordinate space a potential 
V(r,£2), where L is the angular momentum operator. The next section is 
devoted to an investigation of this special case.

3.1. Basic properties of the angular momentum dependent potential

We now assume that the potential in momentum representation V(q,p) 
is given, and investigate under what conditions V(q,p) can be represented 
by a local, angular momentum dependent potential V(r,£2) in coordinate 
space. If V(q,p) is represented by a V(r,£2) in coordinate space, we have 
the following relation (eq. (2.8)) between V(q,p) and V(r,£2)

V(ç,p) = \d3re~ik'rV(r,L2)eik-r. (3.1)

We now investigate the restrictive conditions implied by (3.1) for the func­
tional dependence on p and q in V(q,p) and, assuming these conditions 
to be fulfilled, derive the inverse of (3.1), which gives V(r,£2) as an integral 
transform of V(q,P).

Let us denote an eigen-state of £2 by |£>. Then we have, formally,

V(r,£2)|L> = V(r,£(£+l))|£>. (3.2)

A function of an operator can in general be defined through a series ex­
pansion in powers of the operator in question. To ensure that eq. (3.2) is 
valid for all physical values of L, we shall have to require that V(r,£(£ + 1)) 
can be expanded into a series of powers of £(£ + 1), convergent for all
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(real and complex) values of L(L+1). In other words, we must require 
that V(r,L(L + 1)) is an entire function of L(L+1) (for fixed r). When this 
is the case, the action of V(r,L2) on an eigenstate |L) is certainly well de­
fined. However, despite the fact that the function V(r,L(L + 1)) must be an 
entire function of L(L+1), this function has a well defined meaning only 
for physical (integral) values of L. When we consider the Schrödinger equa­
tion with an angular momentum dependent potential for a general complex 
value of L, we must use an extrapolation or continuation of the potential 
to complex values of L, which is such that the Watson-transform6) can be 
applied to the resulting scattering amplitude. It is not a priori certain that 
the entire function V(r,L(L+ 1)) offers the required extrapolation. Therefore, 
when we consider the angular momentum dependent potential for complex 
values of L, we shall mean a function which coincides with V(r,L(L + 1)) 
for physical values of L, but which is extrapolated to complex values of L 
in such a manner that the Watson-transform can be applied to the resulting 
scattering amplitude. (We shall later return to this point in detail).

After these preliminaries, we consider eq. (3.1). We may now expand 
the plane waves in (3.1) into spherical waves and obtain a series involving 
V(r,L(L + l)) on the right hand side of (3.1). The integrations in (3.1) can 
now be performed term by term, provided V(r,L(L + 1)) satisfies certain 
conditions, which we give below. We do not present the details of the neces­
sary convergence proofs, which are readily obtained, using known properties 
of Neumann series, given e.g. in Watson’s “Theory of Bessel functions”7), 
(W. 526, W. 35).*  The criterions which we have obtained are as follows. 
First, we require the existence of a fixed number a < 3 such that

r“V(r,L(L + l)) (3.3)

is bounded for r 0 and for fixed L. Then we require that V(r,L(L + l)) 
be bounded by a finite power of L, for integral values of L, or more pre­
cisely, we require the existence of a fixed non-negative integer p such that

|r«V(r,L(L + l))|sup------ -------------- —
r>0 (2L+1)22’

5 A (3-4)

where A is an absolute constant. Let N now be an arbitrary fixed positive 
integer. We then have to require the existence of the integrals

00

jdrr2|V(r,Z.(Z.+ l))| (3.5)

0
* References to this work will be cited as W. followed by the appropriate page reference. 
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for non-negative integral values of L such that L < N, and the existence of 
the integrals,

oc

drr2+w(2L + l)-23’ | V(r,L(L + 1)) | (3.6)
o

uniformly with respect to L, for integral values of L > N. The number m 
in (3.6) takes the values m = 0, 1, . . ., 2p. We understand by p the smallest 
non-negative integer for which the conditions (3.4) and (3.6) are fulfilled. 
The conditions given above are sufficient to guarantee the validity of the 
term by term integrations in (3.1), when the plane waves are expanded 
into spherical waves, and also that the resulting series is convergent, uni­
formly with respect to the angle between k and k', and convergent for all 
positive fixed values of k and k'. We may summarize the discussion as 
follows. If a given potential V(r,L(L + l)) satisfies the conditions (3.3)- 
(3.6), an integral transform of the form (3.1) is well defined.

3.II. The partial wave equations

We now proceed to investigate the consequences for V(q,p) of the as­
sumption that V(q,p) is represented by a function V(r,£2) in coordinate 
space. Let F(k,k'} be a given function of k and k'. We then define the par­
tial wave projection of F as follows,

UW - (3-7)

where the Y™1- are spherical harmonics. Taking the partial wave projection 
of both sides of eq. (3.1), we obtain

oo
VL(k,k') = An\kk') 4 Ç drrV(r,L(L + 1)) Ji+i(Jtr)JL+i(A-'r). (3.8)

o

The function VL(k,k') is given by
+ 1

VL(i,V) - j <fcPL(x)V(g,/>), (3.9)

-1

where x is the cosine of the angle between k and k', and PL{x) the Legendre 
polynomial. The functions J),(z) in (3.8) are Bessel functions of the first 
kind.
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It is clear that eq. (3.8), considered as an integral equation for 
V(r,L(L + 1)), can have a solution only if the functional dependence on k 
and k' in VL(k,k') is rather restricted. Let us now sujjpose that we have 
obtained a solution V(r,L(L + 1)) to eq. (3.8) ,which fulfdls the conditions 
given earlier in section 3.1, eqns. (3.3)—(3.6). These conditions imply in 
particular that there should exist a fixed number n < 2, such that 
r" V(r,L(L + 1 )) is absolutely summable in (0, ©o). The eq. (3.8) is required 
to hold for all values of k and k' and must in particular be in force for 
k = k'. This means that V(r,L(L + 1)) also satisfies the equation

X

kVL(k,k) = 47T2((/rrV(r,L(L + l))J2+i(Är). (3.10)

o

Suppose now that we solve (3.10) for V(r,L(L + 1)). The solution obtained 
from (3.10) can differ from the solution obtained from (3.8) only by a 
function which we denote by zl(r,L(L + 1)), and which satisfies the equation

00

0 = (drrd(r,L(L + l))J2+i(Å-r). (3.11)
< -

0

The function d(r,L(L + 1)) must also satisfy the summability condition given 
above and at the same time satisfy (3.11) for all values of k; 0 < k < ©o. 
It is therefore clear that A(r,L(L + 1)) is a null-function, i.e., it equals zero 
almost everywhere in (0, ©o); therefore, whenever eq. (3.8) has a solution 
for V(r,L(L + 1)), this solution can be obtained from eq. (3.10) instead of 
eq. (3.8). Before solving eq. (3.8), we return to the problem of extrapolating 
V(r,L(L + 1)) to complex values of L.

From the discussion given by L. Brown et al.8) on the partial wave 
Lippmann-Schwinger (L.-S.) equation in momentum space, we may deduce 
that we get the “correctly” extrapolated scattering amplitude from the L.-S. 
equation, provided we extrapolate the potential in the L.-S. equation, which 
is essentially the function VL(^k,k'^) (eq. (3.9)), in a manner which is con­
sistent with the well known theorem of Carlson9*.  Let Âo be a fixed real 
number, and let A denote L + 1/2. Let A = Ao + oei(J. The function AÇÀ;k,k''), 
which extrapolates VL(k,k’'), is now a function which (for k,k' fixed) (i) 
coincides with Vl(7c,à') at the non-negative integers larger than Ao; (ii) is

regular at all points inside the angle - a
7T

< 0 < a, where a > - ; (iii) is

bounded by AeBQ, where A and B are absolute constants and B < n, through­
out the angle - oc < 0 < a. If necessary, one may also allow a finite num- 
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ber of poles in the extrapolating function A(Â;à’,à'). The coordinate space 
potential, corresponding to A(Å;k,k'), W(r,Å), is now related to A(Å;k,k') 
by the generalization of eq. (3.8) or equivalently eq. (3.10)

00

/cA(2;/r,Zc) = 4tï2 j drrW(r,Å)jJ(År). (3.12)

o
The function W(r,>.) defined by (3.12) coincides with V(r,L(L+ 1J) 

defined by (3.10) at the non-negative integers (exceeding Âo), but is in gen­
eral different for general complex values of Â.

3.III. The inversion formula

a closed

In order to solve the eqns. (3.10) and (3.12), we need the following 
theorem (a proof of which is given in Appendix I);

Theorem: If xf(x,k) is differentiable in (0, oo), and if (.r/(.r,Â))' « 

— (x/(a?,Ä)) belongs to L2(0,oo) uniformly with respect to 2 within 

domain to the right of the line 7?e(A) = —-, the equation

00

/■(æ,A) = j

0 
implies almost everywhere

x xy

y(l//(M))' J duuJÅ(u)YÅ(u),

o o

(3.13)

(3-14)

and <?(x,A) defined for 7îe(Â) > - - by (3.14) also belongs to L2(0, oo). The 

function Yrfjz) in (3.14) is a Bessel function of the second kind.
We now assume that (k2A(Å;k,k)Y exists and belongs to L2(0, oo) for 

Re(Å) > > Âo. Then we obtain
x kr

1 d P (ik PrW(r,2) = - — — (A-2A(Â; À-,Æ))/^duuJÂ(u)y;(u), (3.15)

o o

for /?e(2) > maxp', — — + ej, where e is a fixed arbitrary positive number, 

however small.
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We know from our inversion theorem that rW(r,2) defined by (3.15) 
belongs to L2(0, oo). Therefore, the potential we obtain from (3.15) cannot 
be more singular than o(z^l) for small values of r, in contrast to the allowed 
behaviour o(r“3). However, one can probably generalize the inversion 
theorem to cover a class of functions which behave like o(r-3) for small 
values of r.

The expression (3.15) for W(r,z) has been obtained by using only the 
on-shell part of A(Â ; 7<-,ic'). As mentioned above, the function W(r,Â), which 
we obtain by using only the on-shell part of A(A; £,£'), coincides with the 
W(r,z), obtained from the original off-shell equation, whenever the latter 
has a solution. We can therefore conclude the following. The assumption 
that V(ç,/>) is represented by a V(r,£2) in coordinate space, implies no 
restrictions on the on-shell part of V(ç,/>), (apart from the differentiability 
and summability condition for the class of functions considered here), but 
implies that V(g,/>) should be continued off the energy shell in a particular 
way.

We can formulate this condition more easily in terms of VL(£,jfc') as 
follows. In order that a V(<7,/>) be represented by a V(r,L2) in coordinate 
space, it is necessary that the partial wave projection VL(k,k') of V(q,p) 
has a repeated integral representation of the form

00

7 / (316)

0 0

The condition (3.16) looks rather complicated, but the content of it is clear 
enough, namely, that the off-shell part VL(k,k') is uniquely given by the 
on-shell part VL(2c,A) for a potential which is represented in coordinate 
space by a local, angular momentum dependent potential. This is of course 
also true for a strictly local potential V(r), as this is a special case of a local 
angular momentum dependent potential.

We shall now finally have to make sure that W(r,2), given by (3.15), 
actually reduces to a function V(r,L(L + l)) when L in 2 becomes a non­
negative integer, and that this V(r,_L(L + 1)) can be considered as an entire 
function of L(L + 1). When L is a non-negative integer, then we have

jL+i(z)yL+i(~) = (3-17)
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and the right hand side of (3.17) is, apart from the factor (—1)L+1, an 
entire function of L(L + 1) for fixed z. From (3.15) we then obtain

00

H’(,•,/.(/.+ !)) -
0

kr
jj duuJZj+±(u)J_(L+i)(iz) J .

0

(3.18)

From the definition of VL(k,k>'), eq. (3.9), we obtain
+ 1

(“O^lXA*)  = j dxPL(- xyV(q,p),

-1

(3.19)

where we have used the well known symmetry property of the Legendre 
polynominal. (It is of course understood that we use the constraint k = k' 
in V(q,p) in (3.19)). It is known that the function Pz( —,x) considered as a 
function of L(L+1) is an entire function of L(L+1), when x has any as­
signed value, such that — 1 < x < 1. The function (—1)lVl(à-,à) defined by 
(3.19) for general values of L will therefore be an entire function of L(L + 1), 
provided well known conditions concerning continuity and uniformity of con­
vergence of the integral (3.19) are satisfied. The integrand in (3.18) becomes 
then an entire function of L(L+1), which means that also V(r,L(L + 1)), 
defined by (3.18), is an entire function of L(L+1), provided certain stand­
ard conditions are satisfied.

It is a simple matter to show that V(r,L(L + 1)) is bounded by a finite 
power of L(L + 1) for integral values of L, and to derive conditions for the 
existence of the appropriate number of absolute moments of V(r,L(L + 1)). 
in accordance with the discussion in section 3.1. The proofs are neither 
very difficult nor very interesting, and are therefore omitted.

4. The equivalence problem

In the previous sections we have investigated in detail the properties of 
a local, angular momentum dependent potential, and derived the conditions 
under which a potential given in momentum space is represented by a 
local, angular momentum dependent potential in coordinate space.

Let us first discuss the definition of a potential in perturbation theory. 
We follow the discussion given in a paper by A. A. Logunov et al.10). The 
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authors of this paper define the potential by the requirement that, when 
inserted into an equation of the Lippmann-Schwinger type considered by 
them, it will reproduce, to each order in perturbation theory, a T-matrix 
on the energy shell, which is considered given through an expansion in a 
coupling constant. The equation in question can in fact be exactly reduced 
to the ordinary non-relativistic Lippmann-Schwinger equation, as we are 
going to show in the following subsection. The definition formulated above 
can symbolically be stated as follows

[VJ - [T2],[V2J - \T2n]-X[V2m T2n_2m], (4.1)
771= 1

Here 7’2 is the second order 7’-matrix, and V2 the second order potential 
(in momentum space) etc., and the square brackets mean a transition to 
the energy shell in the corresponding expressions.

Let us now discuss the meaning of eq. (4.1) more in detail. We see that 
the second order potential V2 becomes fixed only on the energy shell. We 
can therefore continue the function V2 off the energy shell in any (reasonable) 
prescribed manner. It seems therefore natural to continue V2 off the energy 
shell in such a manner that V2 becomes as simple as possible, without 
imposing restrictions at the same time on the resulting T-matrix by the 
chosen off shell continuation. This principle leads to an off shell continua­
tion of V2, which permits V2 to be represented by a local, angular momen­
tum dependent potential in coordinate space. Whatever off shell continua­
tion we choose for V2, we have as the result that the (new) T-matrix part 
corresponding to the chosen V2 is T2 = V2. (This fact is not indicated in 
eq. (24) of Logunov et al., which corresponds to our eq. (4.1)). The fourth­
order potential V4 becomes again fixed on the energy shell only, be the next 
equation in (4.1). However, the value of V4 on the energy shell depends 
now also on the off shell continuation chosen for V2. We can then continue 
V4 off the energy shell in the same way as V2. The new fourth order T- 
matrix is now T4 = V4 + V2 *T 2. It is obvious that we can continue this 
reasoning to any order in perturbation theory. We have thus demonstrated 
that there is a considerable amount of freedom in choosing the off shell 
continuation of a potential which is constructed to reproduce a given T- 
matrix on the energy shell only. This does not mean that we can add arbi­
trary terms vanishing on the energy shell to a given potential without af­
fecting the resulting T-matrix on the energy shell. In particular we have 
shown that a potential, defined by the principle symbolically stated in ecp 
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(4.1), can be chosen to be local and angular momentum dependent in co­
ordinate space.

From their eq. (24) Logunov et al. conclude that the potential can be 
chosen to be a local, energy dependent function in coordinate space. This 
is inconsistent with basic symmetry and invariance requirements, as we 
demonstrated earlier. (Some of the equations of Logunov et al. manifestly 
violate the necessary symmetry between in- and out-going momenta.) We 
note incidentally that we have also in the foregoing discussion explicitly 
demonstrated that it is possible to construct a local, angular momentum 
dependent potential, which is equivalent to a given non-local one.

It appears to be rather difficult, however, to obtain a solution to the 
equivalence problem without resorting to perturbation theory arguments, 
or without solving directly the whole scattering problem with the non­
local potential. To see this clearly, let us consider the partial wave Lippmann- 
Schwinger equation. We define

(4.2)

where VL(k',k) is the partial wave projection of the potential, defined by 
eq. (3.9). We then have the partial wave L.-S.-equation

(4-3)

where TL is an off shell amplitude, which on the energy shell becomes

Tr.(k,k) - (4.4)

The main ambiguity in the potential is due to the fact that there exists a 
whole class of functions UL(k',k) which give rise to the same TL on the 
energy shell, but for which TL off the energy shell is different. This ambiguity 
is the one we have already discussed in the foregoing perturbation theory 
discussion. The other ambiguity comes from the possible existence of bound 
states. To see this clearly, we consider the problem of deducing UL(k’,k) 
from a given phase shift 0L(k), with the aid of eq. (4.3). Let us then suppose 
that we make an arbitrary (but sufficiently smooth) off shell continuation 
of the TL(k,k), which is determined by <5L(Å’). The eq. (4.3) can then be 
considered as a singular integral equation for UL(k',k), with k' as a parameter. 
Consulting the literature on singular integral equations11), we observe that 
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eq. (4.3) can be reduced to a Fredholm equation for UL(k',k). However, we 
do not in general obtain a unique solution for UL(k',k) from eq. (4.3). This 
ambiguity is related to the existence of linearly independent solutions to 
the dominant part of eq. (4.3). The theorems given in Ref. (11) state that 
the number of linearly independent solutions equals the index x of the 
Hilbert problem connected to the solving of the dominant equation. The 
index x can easily be calculated and is, in this case, given by

x - 1(^(0+)-dL(o»)). (4.5)

The index x given by (4.5) is equal to the number of bound stales in the 
L:th partial wave. We have thus obtained the result: For a given off shell 
continuation of TL, we obtain x independent potentials U£\ . . ., Uj?\
which produce the given TL on the energy shell.

Thus, using an other off shell continuation of the TL given on the energy 
shell, we can obtain x different potentials We can thus
assert that there exists a /)-fold class of potentials which produce a given 
phase shift, where p is the number of bound states in the partial wave under 
consideration.

However, we have not been able to obtain a simple and explicit relation 
between two members and of this class.

We have now analysed the ambiguities inherent in a potential, which 
is required to produce a given T-matrix on the energy shell only. We may 
conclude that, although it is in principle possible to use these ambiguities 
in constructing a local, angular momentum dependent potential, which is 
equivalent to a given non-local potential, this problem has apparently no 
simple and practical solution.

The formalism developed in this paper may, however, be used to ap­
proximate non-local potentials by local, angular momentum dependent 
potentials. We conclude this section with a brief discussion of this possibility, 
and of the conventional methods which have been earlier used to approx­
imate non-local potentials by local ones. Let us consider again the potential

V(ç,/>) (4.6)

where, as before, q is the momentum transfer and 2p is the sum of the in- 
and outgoing momenta in the c.m. system. Let us then suppose that we can 
expand (4.6) in powers of p~

v(q>P) = J>w(ç)/»2”
« = o

(4.7)
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The so-called static approximation means that we neglect all higher powers 
of p2, and use u0(ç) as an approximation to V(ç,p). It is clear that n0(g) 
becomes local in coordinate space. In the next approximation we obtain a 
quadratically momentum dependent potential: v0(q) + v(q)p2. In coordinate 
space, this becomes of the form u0(r) + iq(r)j92, where p is the differential 
operator defined by eq. (2.7). It is obvious that one cannot continue this 
approximation method to higher order terms, since potentials of the form 
pra(r)(j’2)W (n > I) cannot be used in the Schrôdinger equation. We may 
remark that the potentials derived from meson theory are not entire func­
tions of p2, so that expansions of the type (4.7) do not exist except possibly 
in a small region around p2 = 0. From the formal point of view, the ap­
proximations based on equations of the type (4.7) are therefore meaning­
less. However, if the function V(q,p) is a slowly varying bounded function 
of p2, the static approximation need not be entirely unreliable. If this is the 
case, then the next approximation n0(ç) + iq(g)/>2 is certainly very doubtful, 
although it might to some extent be remediable by a properly chosen cut off.

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 13.

Despite the large uncertainties which inevitably are connected with the 
use of approximations involving expansions with respect to p2, such approx­
imations have been used extensively e.g. in derivations of nucleon-nucleon 
potentials. The approximation method we suggest is rather obvious. Consider 
the partial wave projection VL(k,k') of the potential V(^q,p). We now approx­
imate the function VL(k,k’) by a function Vl(A',Ä''), which coincides with 
VL(k,k'} on the energy shell, but which is continued off' the energy shell in 
the manner prescribed by eq. (3.16). The function VL(k,k>') coincides with 
VL(Å’,Å’') along the lines k = 0, k' = 0 and k = k'. Unless VL(k,k') varies 
violently in the sectors between these lines, we may expect that VL(Å’,Å’') 
approximates UL(/c,/c') in an acceptable manner in the whole first quadrant 
of the ÅJc'-piane. The coordinate space potential corresponding to VL(k,k'} 
is obtained directly by inserting VL(k,k) in the formula (3.18), or, for com­
plex L, eq. (3.15).

5. The single-particle exchange potential

We consider an equation, recently discussed by R. Blankenbecler and
R. Sugar12),

M(Æ',Æ) = W(Æ',Æ) +
1 ç d3k"\V(k'
4 ' (2%)3 |/ä"2+l1^"2 - *2) (5.1)

2
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H ere W(k',k) is the propagator for the exchange of a particle of mass m 
between two scalar particles of unit mass

W(Æ',Æ) = g2(m2 + (k - k')2)-\ (5-2)

and k' and k the relative initial and final momenta, respectively, in the 
c.m. system. The eq. (5.1) with W given by (5.2) may be considered as an 
approximation to the Belhe-Salpeter equation in the ladder approximation. 
An equation ot the type (5.1) has also been discussed earlier, e.g. in the 
previously mentioned article by A. A. Logunov et al. (Ref. (10)). We recall 
that there is a difference in normalization between the relativistic amplitude 
M and the amplitude T, which occurs in the ordinary non-relativistic Lipp- 
mann- Schwinger equation.

Defining
T(Æ',Æ) = -

M(k', k)
4| k'2+ 1 j/ZuTl (5-3)

V(fc',Æ) =
W(k', k) 

4pk'2 + 1 f<fe2Ti ’ (5-4)

we obtain the ordinary L.-S.-equation from (5.1)

T(k',k) = V(k',k) + (5-5)

The function V(k',k) in (5.5) is precisely the quantity we have called a 
potential in momentum space, expressed as a function of the in- and out­
going momenta k’ and k. (Note the symmetry between k' and k in (5.4)). 
For later convenience, we introduce explicitly a mass 31 of the scattered 
particles in the expression (5.4), and introduce also a strength parameter 
A = -<72/16%. The expression for the single-particle exchange potential is 
then

V(*- *',!(*  +4')) - 4%/LU

]/VTm~2 [ k'2 - M 2(( k - k')2+ m2) '
(5-6)

We evaluate the partial wave projection of (5.6) according to eq. (3.9) and 
obtain
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2kk'
AttAM

4? -------- 4 / (5.7)

where QL is a Legendre function of the second kind. We can also immedi­
ately infer from the properties of the QL-function that the expression

A(Å;Å,F)
An AM

kk' \/lâ+M2\/lc,2+AI2
Qk 2

/Å-2 + k'2 + zn2\
\ 2Å-Å-' /’

(5.8)

is the correct continuation of VL(k,k'}.
The static approximation of (5.6) consists of replacing the factor 

Aftf/k2 + M2 [k'2 + M2)-1

by unity. We then obtain, upon transision to coordinate space, the well 
known Yukawa potential

e-77ir

V(r) = Z r
(5-9)

It is not difficult to see that the off shell behaviour of VL(k,k'} in (5.7) does 
not allow VL(k,k'') to be represented by a local, angular momentum depend­
ent potential in coordinate space. In constructing the potential W(r,2) from 
A(Â;7c,à) given by (5.8), we therefore make an approximation of the kind 

previously discussed. We obtain, according to eq. (3.15),

rW(M) - (5.10)
0

We may check the integral (5.10) by putting M (Af2 +/c2)“2 = 1 in the in­
tegrand. The integral can then be evaluated and becomes precisely equal 
to (5.9), as it should.

When L is a non-negative integer, we may use the simple analytic prop­
erties of the integrand in (5.10) to write the integral in a more convenient 
form. We denote by AY+i(z) the exponentially damped Bessel function 
(W. 80)

(L = 0,1,2,....)

(5.11)

2*
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Let
(5.12)

After some exercises in contour integration, we obtain from (5.10)

It is easily seen that the local, angular momentum dependent potential
(5.10) and (5.13) posesses the properties we required in section 3.1.

6. Numerical results and discussion

In this section we describe the results of the numerical calculations 
performed with the non-local potential (5.6) and the two approximations 
(5.9) and (5.13), respectively, to this non-local potential.

A calculation of phase shifts with a non-local potential in momentum 
space has been performed e.g. by J. Goto13) and by P. Signell and P. S. 
Connors14). These authors restricted themselves to calculate phase shifts for 
a one-pion exchange potential. They also used a rather small cut off, of the 
order M —2M, where M is the nucleon mass. This makes it difficult to com­
pare their results directly with those obtained in the static approximation 
with the local potential in coordinate space.

In fact, to the best of the author’s knowledge, there exists no systematic 
investigation of the validity of the static approximation, even for the simple 
case of a single-particle exchange potential. We have attempted to make 
such an investigation by calculating the L = 0 phase shifts with the poten­
tials mentioned above, for a number of values of the strength parameter 
A and of the mass m of the exchanged particle. The mass M is given the value 
of the nucleon mass (M = 938.5 MeV). In order to have a physical measure 
of the strength of the potentials, we present below a table (Table 1), which 
shows the values of A, for which one and two bound S-states occur with 
the Yukawa potential (5.9)15).
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Table 1.

m(MeV) /1(1) A(2)

140 -0.25 -0.95
280 -0.50 -1.9
400 -0.72 -2.7
700 -1.25 -4.8

(The strength of the static one-pion exchange potential in the xS0-state cor­
responds to A = —0.081.)

For positive values of A in the range 0 < A < 3, there is no appreciable 
difference (< 5°/0) between the phase shifts calculated with the potentials 
(5.6), (5.9) and (5.13), respectively, in the energy region 0 < ELAB < 280 
(MeV) and for the values of m, given in Table 1. For attractive potentials 
the situation is different. Here the static approximation yields systematically 
too large phase shifts. In the static approximation we replace the factor 
M(M2 + k2\A (M2 + k'2)~t by unity in the expression (5.6) for the potential in 
momentum space. The resulting coordinate space potential becomes there­
fore too singular near r = 0. When we take this factor into account in the 
approximation (5.13), we obtain a potential, which behaves like O(log2(r)) 
near r = 0, in contrast to the O(r_1) behaviour of the Yukawa potential. 
The difference between the phase shifts in the static approximation and the 
phase shifts resulting from the potential (5.6) increases rapidly with increas­
ing m and |Z|. We give examples of this in Fig. 2-Fig. 10. The curves labeled 
“Exact” in Fig. 2—Fig. 10, are the L = 0 phase shifts, which are obtained 
by solving the partial wave Lippmann-Schwinger equation (see appendix 
II) with the potential given by (5.7). The curves labeled “Yukawa” are the 
phase shifts in the static approximation, obtained from the Schrödinger 
equation with the potential (5.9), whereas the curves labeled “Appr.” are 
the phase shifts obtained from the Schrödinger equation with the local, 
angular momentum dependent potential (5.13). The phase shifts obtained 
from the L.S.-equation are given only in the energy region 50 < ELAB < 280 
(MeV). We have checked the accuracy of the phase shifts resulting from the 
L.S.-equation by solving also the L.S.-equation with the static approxima­
tion to (5.7). The difference between the phase shifts obtained in this way, 
and those obtained with the Yukawa potential (5.9), gives a measure of the 
accuracy achieved in solving the L.S.-equation. Table 2 shows these max­
imal absolute differences for the values of in and A given in Fig. 2-Fig. 10.
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Ii
\\ m = U0,A=-0.5

\\\ ---------Yukawa.

_J____________________ i__________ *.
200 250 Elab

Table 2.

_j_______________ i 
100 150

Fig. 2.

m(MeV) Max. num. error

140 0.030
280 0.028
400 0.033
700 0.038

The numerical errors inherent in the curves labeled “Exact” in Fig. 2- 
Fig. 10 arc therefore rather small, and can hardly produce any detectable 
effect in the given curves. From Fig. 2-Fig. 10, it is seen that the difference 
between the exact and the Yukawa phase shifts is approximately constant 
over the range 50 < ELAB < 280 (MeV). A measure of the average error in 
calculating the phase shifts in the static approximation (5.9) instead of using 
the potential (5.7) is therefore the difference between the Yukawa phase



Nr. 13 23

Table 3.

A m(MeV) ^LOCAL °/o STATIC °/o

-0.5 140 — 14
-1.2 140 -2.7 20
-0.8 280 -2.7 19
-1.5 280 -2.5 24
-0.7 400 -2.1 19
-1.1 400 -3.7 24
-2.0 400 -3.9 26
-1.1 700 -4.9 32
-2.0 700 -6.5 36

shift and the exact one at 150 MeV. We give above a table (Table 3) of this 
difference, D STATIC, expressed in percent of the exact phase shift, and 
also the corresponding difference, D LOCAL, between the exact phase shift
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and the one obtained with the local, angular momentum dependent potential 
(5.13).

We have thus shown that the static approximation is quite unreliable for 
the attractive single-particle exchange potential, in particular when the mass 
of the exchanged particle becomes large, whereas the phase shifts calculated 
with the local, angular momentum dependent potential agree quite well with 
the exact phase shifts. The potential (5.6) is, of course, not exact in an ab­
solute sense, but represents a potential which, when used in the Schrödinger 
equation, yields an approximation to the sum of all ladder diagrams, as 
previously pointed out.

In section 4 we showed explicitly that, in perturbation theory, one can 
choose the potential to be local and angular momentum dependent in co­
ordinate space, since this merely corresponds to a rearrangement of the 
(infinite number of) equations connecting the quantities T2n and V2n. How­
ever, the problem of constructing a potential to all orders in perturbation
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theory is, of course, highly academic since, if every T2n is known, and if 
it is possible to sum these quantities, it is indeed unnecessary to obtain a 
potential V, which on insertion in a Schrödinger equation yields the known 
T-matrix. In practice, the potential V is constructed up to some finite (and 
small) order, which means that one obtains approximations to the sums 
of those classes of diagrams, which are the iterations of the diagrams in­
cluded in V, when using this V in the Schrödinger equation. When the 
potential V is constructed only up to a finite order, the resulting phase shifts 
do indeed depend on the off shell continuation chosen for V. From the 
pure S-matrix point of view, the question of the off shell continuation is 
undecidable. However, for reasonable potentials and reasonable off shell 
continuations, we may expect that the resulting phase shifts do not differ 
much for two different off shell continuations, even when the potential is 
constructed up to some small order, as indicated by the numerical example 
considered in this section.
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We may then assert that within a reasonable and practical perturbation- 
theoretic definition of a potential (not necessarily based on Feynman-Dyson 
expansions), it is always possible to obtain a local angular momentum 
dependent potential in coordinate space, provided the expressions represent­
ing the diagrams we include in the potential satisfy simple regularity (dif­
ferentiability and summability) requirements of the kind given in this paper.

Acknowledgements

It is a pleasure to thank Professor T. Gustafson and Professor C. Møller 
foi' the hospitality and financial support of NORDITA. The author is also 
indebted to Professor L. Gårding and Professor L. Rosenfeld for inspiring 
discussions.



Nr. 13 27

Appendix I
The inversion theorem

In this Appendix we prove the inversion theorem given in section 3. III. 
The eqnation to be solved is

/■(x,p) = J (A. 1)

o

Here f(x,v) is given as a function of the real parameter x and of the para­
meter veD, where D is a closed domain which is subsequently determined.

In solving (A. 1), we use the theory of “general transforms’’, an exposi­
tion of which can be found in Titchmarsh’s “Theory of Fourier Integrals’’16). 
We need the following theorem, which is a straightforward generalization of 
theorem 129 in Ref. (16).
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Theorem: Let Ä|- + z7j and + z7j be any bounded functions of the real 

parameter t, satisfying the condition

Define A(.-r) and h(x) by the formulae
T

4 JI y_>oo •)

— T

X

T

/i(x) ■
— T it

(A. 2)

(A. 3)

(A. 4)
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Let /’(æ)£L2(0,oo). Then the formula
QO

tf(æ) = ^A' 5)
0

defines almost everywhere a function ç(.r)eL2(O, oo), and the reciprocal 
formula

00

/'(æ) = (A-6)
0

also holds almost everywhere.
In using this theorem for eq. (A. 1), we proceed as follows. Let n(x) 

and be two arbitrary functions of x. We multiply and divide (A. 1) 
by n and m
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(A. 7)
o

(A. 8)

When we demand that the kernel (the term within brackets) in (A. 7) be 
a function of (xy), it follows

- (*</) “,
™(j/)

<x)/'(.r,p) = {dym(y)g(y,v) J^(xy) . 
•' m(y)

ru

where a is an arbitrary (real) number, which we have at our disposal. 
Hence n(x) = xa and ;n(.r) = x~a. Assume that xaf(x,u) is differentiable in 
(0, oo), when a has a fixed value, which we subsequently determine.
Let fi(x,v) = J^.r'T'Çr.p) and let y1(.r,a) = x1~a g(x,v). Then we get

OO

/i(æ‘T) = $ y f/i( ") (a-y)%2(xy).

o

LAB

(A. 9)
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We shall now have to determine the number a, so that the conditions of 
Theorem I are fulfilled for the kernel

A'(xj = .raJ/2(.r).

The function A(.s)(l - s)_1 is the Mellin transform of 
00

A(s)(l -s)_1 = j dxx~rJ%(x), 

where 0
r 2-s - a.

The integral (A. 11) can readily be evaluated (W. 403) 

provided
7?e(r) > 0, Re(2v + 1 — r) > 0.

(A. 10)

(A- H)

(A. 12)

(A. 13)

(A- 14)

The function A(l/2 + it) defined by (A. 13) with s = 1/2 + it is bounded and 
non-zero for bounded values of |/|. The asymptotic behaviour of K(s) for 
large values of / = Im(s) is

|K(s)i = |/pe(s)+a"s(i + ocr1». (A. 15)

Hence, in order that K(s) be bounded on Re(s) = 1/2 for all t, 
choose a = 1.

we must

(A. 16)

As a consequence of the conditions (A. 14), we must have

Ae(y) > - (A- 17)

Defining H(s) by eq. (A. 2), A(s) being given by (A. 13) with a = 1, and 
performing the integral (A. 4) we obtain

X 
h(x) = - 2n^duuJv(u)Yv(u),

o

where Yv(u) is the Bessel function of the second kind.

(A. 18)
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Wc have thus obtained the result;

If xf(x,v) is differentiable in (0, oo), and if (x/(x',z?))' = ~ (xf(x, v)) 

eL2(0, oo), uniformly with respect to v within a closed domain to the right 

of the line Re(v) = — —, the equation

f(x,v) = ^dyg(y,v)J2(xy) (A. 19)

o
implies almost everywhere

□C xy
d (• du ?

ø(æd') = ~ j ~ (yfCy-y)) J duuJv(ii) Yv(iï), (A. 29 )
0 0

and g(x,v) defined for Re(F) > by (A. 20) also eL2(0, oo).

Appendix II
Reduction of the Lippmann-Schwinger equation

We write down the partial wave L.S.-equation, eq. (4.4)

T(k',k) = U(k',k) + -{
7Z

0

dk"k"U(k',k")T(k",k)
k"2 - k2 - iE (B. 1)

where for simplicity we have omitted the subscript L. We define the function

F(k',k) =
T(k',k)

1 + iT(k,k) (B. 2)

It is readily proved1 that for real non-negative values of k and k'

argT(k’,k) = argT(k,k). (B. 3)

The function F(k',k) is therefore a real function, which on the energy shell
becomes

F(k,k) = tan(ö(k)). (B. 4)
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Let us then write P\k',k') in the form

where

F(Å',Å) W) (B. 5)

2 F dk"k"H(k,k")N(k" ,k)

0

(B. 6)

The function H(k,k") in (B. 6) should be chosen so that N and D in (B. 5) 
have convenient properties. From (B. 1), (B. 2), (B. 5) and (B. 6) we obtain 
the equation for N(k',k)

, 2 e dk"k"[U(k',k")-U(k,,k)H(k,k")]N(k",k)N(k',k) - U(k',k) + ~p\--------- ■ (B-7)

0

If H(k',k) is chosen to be unity for k' = k, the kernel in (B. 7) becomes 
finite at k" = k, provided U(k',k) satisfies the appropriate Lipschitz condi­
tion. If we choose

H(k,k") =
U(k,k")
U(k,k) ’

(B. 8)

we obtain from eq. (B. 7), apart from nugatory changes in the notation, 
the equation recently discussed by H. P. Noyes17>. With this choice we force 
the function N(k',k) to have poles, as function of k, at those points where 
the phase shift goes through an integral multiple of %. Instead of (B. 8) we 
therefore take18)

We then have
II(k,k") = 1. (B. 9)

CO

ïV(*',*)  = {/(*',*)  + -(
TC «1

dk"k"[U(k', k")- U(k' ,k)]N(k" ,k) 
k"2 k2

o

(B. 10)

and, from (B. 4) and (B. 5),

fan(<5(*)) = N(k,k)
00

dk"k"N(k",k)
k"2 - *2

o

(B.11)



34 Nr. 13

The phase shifts given in section 6 are obtained by solving a slightly modified 
version of eq. (B. 10), with U(k',k) given by

(B.12)

The method used for solving the equation is the well known matrix inversion 
method.
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1. Introduction

In a previous paper1) (referred to as I hereafter) we have discussed the 
concept of a local, angular momentum dependent potential, and its relevance 
to the equivalence problem, that is, the problem of obtaining a local potential 
which is equivalent to a given non-local potential as far as phase shifts are 
concerned. We established in I that it is in principle possible to construct a 
local angular momentum dependent potential which is equivalent to a given 
non-local one. The question whether a potential is non-local or local in 
coordinate space depends on the off shell behaviour of the potential in mo­
mentum space. In I it was explicitly shown that in perturbation theory it 
is always possible to choose the oil' shell continuation of the potential so that 
the resulting coordinate space potential becomes local and angular momen­
tum dependent, since this merely corresponds to a rearrangement of the 
(infinite number of) equations connecting the potentials V2n to the T-ma- 
trices T2n of various orders. In a practical calculation, when the potential 
is constructed only up to some finite (and small) order, the off shell con­
tinuation chosen for the potential will affect the resulting phase shifts. On 
the basis of numerical calculations performed in I for a single particle ex­
change potential, we may assert that the phase shift obtained with a poten­
tial which is chosen to be local and angular momentum dependent does not 
differ very much from a phase shift obtained with a potential which differs 
slightly off the energy shell from the first potential. From the practical point 
of view, we may therefore consider the method of constructing a local, 
angular momentum dependent potential as a method by which a given 
non-local potential can be approximated by a local one. An approximation 
of this kind can in general be expected to be superior to the “static” and 
“adiabatic” approximations which have hitherto been used.

The purpose of the present paper is to generalise the arguments given 
in I for interactions between spinless scalar particles to the case of interac­
tions between nucleons in which various complications occur due to the 
spin of the nucleons. However, in this paper we restrict the detailed discus-

1*
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sion to only those points which cannot immediately be inferred from the 
discussion given in I.

Section 2 contains a discussion of the general form of a potential. In 
section 3 we evaluate the “spin-angle”-matrix elements of the potential in 
the momentum representation, which are needed in order to obtain the 
partial wave integral equations which connect the angular momentum 
dependent coordinate space potentials to the potential in momentum rep­
resentation.

In section 4 we solve these integral equations, and examine briefly 
some of the properties of the resulting coordinate space potentials.

Section 5 contains a discussion of the scalar boson exchange potential 
which we use as an illustration, and in section 6 we give some concluding 
remarks.

2. The general form of the potential

As is shown in an article by J. Goto and S. Machida2), the most general 
form of a potential between two spin one half nucleons, which fulfils natural 
invariance requirements, i. e. invariance with respect to coordinate space 
translation, Galilei transformation, the exchange of the two nucleons, rota­
tion of space coordinates, space reflections, time reversal and Hermiticity 
of the potential, is, in momentum space,

V^,^,?,/») = Vo+Vii(ç x/>)•$ ++V3ct1-ct2 |
+ T4ct1-(^ x/>)cr2-(g x/») +V5CT1-pct2-/>. |

The quantities q and p are given, in terms of the centre of mass (c.m.) 
momenta (Fig. 1), by

q = k - k', p = ±(k + k'). (2.2)

The six functions Vt in (2.1) are real functions of the three independent 
scalars that can be formed from q and p,

V,-  V,(q\p\(q x PŸ). (2.3)

Finally, cq and cr2 in (2.1) denote the spin operators for the two nucleons, 
and 5 = 1 /2(cr1 + cr2).

When charge independence is assumed, then each function \\ can be 
expressed as a sum of a 1-term and Tj/i^-term in iso-space, where the t are 
the iso-spin operators. In what follows we shall omit the iso-spin factors, 
which are unessential in the discussion.
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When (2.1) is transformed to coordinate space, one obtains in general 
a completely non-local potential.

However, in certain circumstances the resulting coordinate space poten­
tial becomes neither strictly local nor non-local, but becomes a function of 
r and Z,2, where L is the angular momentum operator. The problem of 
determining the form of such a potential in the two-nucleon case has been 
considered by S. Okubo and R. E. Marshak3*.  Their result, which is essen­
tially based on invariance arguments, is

^(°’l»<T2’r’^'2) = ^0 + + i[^2’^121 + + ^3CT1 ' CT2 + ^4^12’ (2-4)

where
•$12 = • ra2 • r • ct2, (2.5)

L12 = 3ax • £cr2 • L - • a2£2. (2-6)

The five functions Gt in (2.4) are functions of r and £2 only. Actually (2.4) 
differs slightly from the expression given by Okubo and Marshak, as we 
have symmetrised the tensor force term, and, for reasons of convenience, 
changed the definition of the quadratic spin orbit operator L12.

As pointed out by Okubo and Marshak, a potential of the form (2.4) 
is the most general local potential which can be obtained as a solution to 
the inverse problem of scattering.
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Let us now suppose that the function V in (2.1) is properly restricted 
so that it has a coordinate space representation of the form (2.4). If this is 
the case, then we have the relation between U and G

= <Æ'| G(a1,o’2,r,£2)| fe> (2-7)
where

<k' I G(ct1, cr2, r,L2) | fe> = f d3re~ik’ rG(ol,o2,r,L2)eik r. (2.8)

If the relation (2.7) holds between V and G, then it holds separately for the 
spin-independent, spin-linear and spin-bilinear parts of V and G respectively. 
We thus obtain from (2.7),

Vo = <Ä'|G0|Ä> (2.9)

\\i(q x p)-S = (k'\G1L-S\k) (2.10)

2 = I + ^3CT1 ’ °2 + ^4^12} I (2’1 1)
i - 2

where we have denoted by -0,- (z = 2,. . .,5) the four spin-bilinear expres­
sions in (2.1).

In the first place it is clear that the relations (2.9)—(2.11) are well defined 
only if the functions Gf(r,£2) satisfy certain conditions. In I we have an­
alysed these conditions in detail for the case of a spin independent potential, 
which corresponds to eq. (2.9). We may summarize these conditions as 
follows. We require that each function Gi(r,L(L + 1)) for fixed r > 0 is 
an entire function of L(L + 1), which is bounded by a finite power of L(L + 1) 
for non-negative integral values of L. Then we require the existence of the 
integrals

00

J *r 2|G,(r,L(/.+ 1))| (2.12)
0

for every fixed L. In addition to (2.12) we have also to require the existence 
of additional absolute moments of each function Gt(r,L(L + 1)), but on this 
point we refer to I for details.

Our next concern will be to invert the equations (2.9)—(2.11), that is, 
express the functions Gt as integral transforms of the functions V). At this 
point it is convenient to take the partial wave projection of the equations 
(2.9)-(2.11 ).
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We define the partial wave projection or “spin-angle” matrix element 
of a given function V(a1,a2,ç,/») as follows:

Vw - <X\V\L') - J (2.13)

where
- 2 CLS(J,M-,mL,ms)YL^(Q)7~- (2.14)

'inr,ms

in standard notation.

3. Matrix elements

The matrix elements of the six potential terms in (2.1) have been eval­
uated by Goto and Machida (Ref. (2)), but for completeness these matrix 
elements are also included in this paper in a more compact notation. The 
matrix elements we have calculated coincide with those given by Goto and 
Machida, except in the cases of the linear and quadratic spin orbit potential, 
where there is a discrepancy. We also calculate the matrix elements of the 
live terms in <&'|G|fe>. The evaluation of the matrix elements defined 
by eq. (2.13) is in principle quite straightforward, although much tedious 
Clebsch-Gordon algebra is required in the calculation. To simplify the no­
tation we introduce the following abbreviations:

+1
4«m> _ A«»’(Å-,i') - (1 + 3<,r1 f </.r.r”‘PL(.r)Vi I

Jl (3-1)

A‘L(k,k') - A«“>(fc,C),
and

_ i 00
Giik.k') - C>^3(kk'p I ärrG^MI. + 1))J (A-r)./ (k'r) (3.2)

J L £ L 4-
0

Here Jv(z) is the Bessel function of the first kind, PL(x) is the Legendre poly­
nominal and x is the cosine of the angle between k and k'. Instead of e.g. 
(L',k'\G0\k,Ly we write <L'|G0|L> to simplify the notation. Because of 
the symmetry, invariance and Hermiticity requirements which we as­
sume the potential to satisfy there will be five independent matrix elements; 
namely one for S = 0, where we have L' = L = J, and for S = 1 three 
matrix elements between states of equal L, where L takes the values J — 1, J 
and J + 1 respectively, and one non-diagonal element with L' = J-l, 
L = J + 1.
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For the spin-independent and spin-linear potential we readily obtain

Z. - Fl(k,k") - At (3.3)

<Z.'|G0|L> - ôLL.G°L(k,k'), (3.4)
and

<L'|Vii(çx/>)-S|L> =
+ 1) - L(L + 1) ~ S(S + l)]ôLL,27rFà(Â-,7/),

M(,,d - M f ' )■ I
^L'\GlL-S\L> = ôLL,k[J(J + 1) - L(L + 1) - S(S + i)]G lL(k,k'). (3.6)

The evaluation of the matrix elements of the bilinear terms requires an 
appreciable amount of calculation, the result of which can be expressed as 
follows. The four matrix elements between states of equal L of any of the 
functions = 2,. . .,5) can be written as

<L|V,P,|L> - 27IZl<SF'(i,4')<^-^> + 2^Zl,eT,(A:,e)<S12>.
where

<oy • a2> = 2S(S + 1 ) - 3,
and

0, for S = o,
2(J-1)
2J + 1 ’

for S = 1, L = 7-1

2, for s = 1, L = 7,

2(7 4-2)
2J + 1 ’

for s = 1, L = 7+1

We obtain
F2L{SP\k,k') = l[(k2 + k'2)A2L - 2M'A|(1)], 

(3.7)

(3.8)

(3.9)

(3.10)

F^)(Å-,Å-') = (k2 + F'2)A2 - 2kk'A2Lw + 3Å-Å-' (3.11)

F^SP\k,k') = A2, (3.12)

F2(QT)(A,F) = 0, (3.13)

F^SP\k,k') = ik2k'2[Ai-Al^], (3.14)
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and

F^QT\k,k') = %k2k'2

F^SP\k,k') = %[(k2 + k,2)A5L+2kk'A^],

Fl^Xk.k') = I (k2 + å-,2)A1 + 2kk'A5Lw -

The non-diagonal element can be written as

<J +11 vAl J -1> -

where
FF>(4,*')  - Ki2A2_1 + r2A2+1-2M'A2),

F|m(i,i') - 0,

F»T\k.k") - $* 2*' S![2A1<1>-A^1-Ai+1]>

Fj'T>(A-,A-') = 5 [i'2A5t_i + PA‘+I + 2M-'A1J.
Hence, if

V - 2 VA.
, i = 2 then

<7,|V|L> = 2nF(LSP\k,k'}<Oi ■ a2> + 2tiF^T) (£,&') <S12>, 
and .

<j+i|V|j-i> = 2J + 1

where

f£sp>(*, a-') - 2 f£I5P>(å-,å-'),
i = 2

FÿT>(k,k‘) - 2 F£«T'(t,*'),
i = 2

and

F£T>(Jt,*')  - 2
i = 2

For the matrix elements of the bilinear terms in G we obtain

(3.15)

(3.16)

(3-17)

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

(3-24)

(3.25)

(3.26)

(3.27)

and
<L||[G2,S12]+|L> - G2(*A)<S 12>, (3.28)
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(3.29)

(3.30)
o

(3.31)

(3.33)

We observe the

-2<L12> = (2L (3.34)

4.

respec-

(4.1)

From eqs. (3.3) and (3.4) we obtain

(4.2)

(4.3)

00

(kk'yF°L(k,k'} = In2 \ drrGQ(r,L(L + \^IL L{k,k'-,r), 
o

and from eqs. (3.5) and (3.6)

The integral equations and their solutions

We can now write down the integral equations which correspond to the 
partial wave projections of the equations (2.9), (2.10) and (2.11) 
tivelv. We introduce the abbreviation

^Z-i, L+ ) + G2L + itL-±{k,k ) —
00

(^(kk'Y * J drr[G2(r,(L - 1 )L) + G2(r,(L + 1 )(L + 2))]

00

(jSky Ft(k,k') = 4tt2 + l))MLL(k,k';r).

relation between <«S12> an(* <X12)

and
<L'|G4L12iL> =

where
0, for S = 0,

<W
(J — 1)(2J — 3), for S = 1, L = ./ - 1

- (2J — 1)(2J + 3), for S = 1, L = J,

(J + 2)(2J+ 5), for S = 1, L = J + 1
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Let us then consider the bilinear terms in G

2 [^2’ *$12]+  + ' °2 4" ^4^12 • (4.4)

From (3.28), (3.31) and (3.32) we obtain the expression for the matrix 
element of (4.4), between states of equal L,

G2L(k,k')(S12> + Gl(k,k')^ ■ cr2> + G1(A-,å-')<L12>.

A comparison of (3.24) and (4.5) gives directly
00

- 4Jl2J*rG 3(r,L(L+
0 

and, using eq. (3.34),
00

(kk'^F^Xk.k') - drrG2(r,L(L + t))ML.L(k,k' ;r)
0

00

- f(2L - 1)(2L + 3)4%2J drrG4(r,L(L + l))JfL L(A,A';r). 
0

For the non-diagonal matrix element we obtain, from eqs. (3.25) and (3.29), 

(kk’yF^\k,k') =
oc (4 8)

<lrr[G2(r,(L - V)L) + G2(r,(L + l)(L + 2))]ML_ltL+1(k,k'

fhe integral equations we have obtained, eqs. (4.2), (4.3) and eqs. 
(4.6)-(4.8) are the consequences of the assumption that the function 
F(cr1,cr2,ç,/>) is represented by a function G(cr1,CT2,r,£2) in coordinate space.

The equation corresponding to (4.2) has been investigated in I, where 
it was shown that whenever the equation has a solution for GQ(r,L(L + 1)), 
this solution can be obtained by solving the equation obtained from (4.2) 
by using the constraint, or on-shell condition, k = k'. This means that the 
assumption that a function GÇ<J-L,<J2,r,L2') is the coordinate space representa­
tion of a V(o’1,ct2,9>/’) implies restrictions on the off-shell behaviour of V, 
but no essential restrictions on the on-shell behaviour of V.

The equations we arrive at by using the constraint k = k' are of the type
Qo

/■(.t,p) = jdz/9(z/,i?)J2(æj/), (4.9)

and 0

(4-5)

(4-6)

(4-7)
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/*(æ,p)  = [rfyy(y,z?)Jv_/æy)Jv +/.ry). (4.10)
ö

In the equations (4.9) and (4.10) /'(r,f) is a given function of a real para­
meter .r, and of the complex parameter veD, where the closed domain I) 
is determined in the process of solving the equations. In order to invert (4.9) 
and (4.10) we need the following theorems.

Theorem I: If xf(x,v) is differentiable in (0, oo) am I if (xf(x,v)Y -

domain to the right of the line Re(v) = - |, the equation

/■(r,u) = J dyg(y,v)J2(xy)
o

implies almost everywhere
d =° d xy

g(x,v) = - 2^-^ J —(y/(y,z>))'J duuJv(ii)Yv(u),
X o o

and g(x,v) also belongs to L2(0, oo).
Theorem II: If

00

/(.r,e) = J dyg(y,i))Jv_1(xy)Jv + /ry),
o

then

d f cty
y(.r,zO = -n - — (yf(y,v))

ax J yo y
xy

J dau[Jv_1(u)Yv + 1(u) + Jv+1(u)Yv_1(u)] >,

o

the conditions of validity being identical to those given in Theorem I. Here 
Yv(u) denotes a Bessel function of the second kind. Theorem I was proved 
in I, and Theorem II is proved in exactly the same manner, so we omit 
the proof in this paper.

The equations (4.2), (4.3) and (4.6) are now dealt with in exactly the 
same manner as the equation corresponding to (4.2) which was discussed 
in detail in I, so we shall only consider eqs. (4.7) and (4.8) in the following. 
We now assume that the functions k2F^T\k,k) and k2F^\k,k) for non- 
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negative integral values of L have square integrable derivatives. We then 
obtain, in accordance with theorems I and II,

and

r(G2(r,L(L + 1)) - 2((L + i)2 - 1 )G4(r,L(L + 1)))

dr J I (^FLT\k,k-)y J dm,JL _ 4(U)J_ L_ ,(u), 

0 0

r(G2(r,(L - 1)L) + G2(r,(L + 1)(L + 2)))

Jtr

J duu(JL
0

(411)

(4-12)

(Note that L in (4.11) and (4.12) is a non-negative integer.) In writing down
(4.11) and (4.12) we have anticipated a result which should be a conse­
quence of these equations, namely that the functions G2(r, L(L + 1 )) and 
G±(r,L(L + 1)) actually are entire functions of L(L + 1). Let us consider eq.
(4.11) . The function + x(u)J_ L_ i(u) is, for fixed positive u, an even entire
function of L + | and consequently an entire function of L(L +1). We shall 
then have to prove that (- can be considered as an entire
function of L(L + 1). Let us consider the first term in F(̂ T\k,k), eq. (3.11). 
Using the symmetry property PL( —.r) = ( - 1 )LFL(x) of the Legendre poly­
nominals, we obtain

+ i
(- - U2 J dx(l - x)PL(- ,x-)V2

+ i , _1 . <4.13)
+ 3/? J

where the constraint k = k' is to be used in the expression for V2. It is 
known that the function P£(—x) qua function of the complex parameter 
L, is an even entire function of L + when x has any fixed value such 
that - 1 < x < 1. The first integral in (4.13) defines therefore an entire func­
tion of L(L + 1), provided V2, as a function of x, is continuous in the (open) 
interval (— 1,1), and provided the integral converges uniformly for L within 
any closed domain. The same reasoning can obviously be carried through 
for the second term in (4.13), and also for the other terms included in
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(-1)LF^T)(Å’,Å) whence we conclude that (-1 )LF^T)(À-,À') can he contin­
ued to complex L in such a manner that it becomes an entire function of 
7>(7, + 1). We may note in passing that this is in general not the continua­
tion to use if one wishes to consider the Schrôdinger equation with an an­
gular momentum dependent potential for general complex L, as pointed 
out in I. The integral on the right hand side of (4.11) then also becomes 
an entire function of L(L + 1), provided the requisite conditions of con­
tinuity and uniformity of convergence are satisfied. Let us denote this 
integral by I1(r,L(L + 1)). In exactly the same manner we can prove that 
the integral on the right hand side of (4.12) can be continued to complex 
L in such a manner that it becomes an entire function of L(L + 1). We denote 
this integral by I2(r,L(L + 1)). We shall now have to prove that G2(r, L(L + 1 )) 
and G4(r, 7>(L+ 1)) separately are entire functions of L(L + 1). Let us for 
a moment consider the function G2(r,L(L + 1)) as a function of L-k. The 
equation (4.12) then defines G2(r, L(L + 1 )) through a difference equation 
of the form

,9(~ " 1 ) + I7(" + 1 ) = R"). (4.14)

where /(") is an even entire function. It is known4) that difference equations 
of this kind have in general solutions; moreover, if f(z) is an integral func­
tion of finite order then there exists a particular solution to (4.14) which is 
an integral function of finite order, as proved in Ref. (4). It is readily seen 
that this particular solution is even if and only if /’(") is even. As a result 
of these considerations it is clear that eq. (4.12) defines (apart from arbi­
trary additive solutions to the homogeneous equation) an even entire func­
tion of L + 4 ; that is, G2(r,L(L + 1)) is an entire function of L(L + 1). The 
function G4(r, L(7> + 1)) defined by (4.11) is consequently regular in the 
whole finite L(L + l)-plane, except possibly for L(L + 1) = ? where a pole 
can occur. In order that G4(r,L(L + l)) be regular also for L(L + 1) = f, 
we must have

rG2(r4) = 7/r.f), (4.15)

where, as before, 71(r,7,(7J + 1)) denotes the properly continued integral on 
the right hand side of (4.11). However, on inserting L = — | in eq. (4.12) 
we obtain

2rG2(r,f) = 72(r, - |). (4.16)
It is easily verified that

27^4) = 72(r,-i), (4.17)
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whence it follows that G4(r,L(L + 1 )) is an entire function of L(L + 1). We 
may finally remark that it is not a matter of necessity to obtain the expressions 
for G2(r,L(L + V)) and G4(r,L(L + 1)) separately, since they occur in the 
radial Schrödinger equations in precisely the combinations given in eq.
(4.11) and (4.12). We may also remark that the functions G2(r,L(L + l)) 
and G4(r,L(L + l)) obtained from eqs. (4.11) and (4.12) cannot be more 
singular than o(r_i) near r = 0, since we have only considered the class of 
square integrable functions in the theorems I and II. The conditions which 
ensure the boundedness property and existence of the absolute moments 
of the functions G2 and G4 can easily be obtained, so we omit these con­
siderations.

We may summarize the previous discussion as follows. We have estab­
lished the possibility of constructing a local, angular momentum dependent 
two-nucleon potential starting from the most general momentum space 
representation of such a potential, and derived the necessary formulae for 
carrying out such a programme. In order that a given momentum space 
potential V should correspond exactly to a local, angular momentum de­
pendent potential in coordinate space it is necessary that this V should have 
an ofl'-shell behaviour which is implicitly defined by eqs. (4.2), (4.3) and 
eqs. (4.6)-(4.8) once the corresponding functions Gt(r,L(L + 1)) are ob­
tained by using the on-shell part of these equations. On the energy shell V 
is only restricted by the differentiability and summability conditions which 
ensure that the partial wave integral equations have square integrable solu­
tions. These conditions can probably be relaxed so that the resulting solu­
tions can behave like o(r-3) near r = 0.

5. The scalar boson exchange potential

As an illustration we shall consider the lowest order potential due to 
the exchange of a scalar boson with mass m and coupling constant gs. We 
obtain the following expression for the potential in momentum space:

where
V = Vo + Vri(q *p)-S+  V4ct1 • (q x p)v2 ■ (q > p), (5.1)

(5.2)

(5-3)
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and

EE' wm' q“ + ni2

Here we have used the abbreviations

F=|/M2 + à2, co = F + Af, 

E' = |/a/2 + à'2, co' = F'+Af,

(5.4)

(5.5)

and q is, as before, the momentum transfer. It is readily seen that the po­
tentials (5.2)-(5.4) cannot, as such, be represented by local, angular momen­
tum dependent potentials in coordinate space. However, since the lowest 
order potential in principle is fixed only on the energy shell, we may use 
the on-shell part of the potential directly to obtain the local, angular mo­
mentum dependent coordinate space potential. We shall then have to eval­
uate the functions F£o>,. . . , F£T) according to the formulae given in section
3. Let us introduce the notation

(5.6)

40)(A-)
4ME

(5-8)
dX)(*)  =

flSP\k) =

(5-9)
r£sp)(jt) =

I

We then obtain, from eqs. (5.2)-5.4),

Eo)\ 4Mœ)\ 

g2k*
2MEm2 (Ôlo ~ ^L1)’

\ Å'2

g?nï2k / m2 \
—----- o 1 +-- jQr(’)12MEco2\ 4k2) U 7

<72A’3
--------------- 9 (^lo + l ôL1), 12MEco2K lo 3 L1J
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/T(O = - i<z> + - ä-Q/.C-)).
6MEcod

W) =
.gs2*3

3MEco2

(5.10)

(5.11)

Here ()L(;) is the Legendre function, and

(5.12)

We may remark that the formulae (5.8), (5.10) and (5.11) are valid for 
L > 1 only, since for L = 0 we have to replace the function Ql+i(z) — 
Ql-i(z) bv Qi(z) ~ Qo(z) ln accordance with the formulae given in sec­
tion 3.

Let us then discuss the eq. (5.7). The first term in (5.7) corresponds in 
the “static” or “adiabatic” limit to the ordinary Yukawa potential. The 
remainder r^(k) in (5.7) represents a short range interaction which operates 
only in the states with L = 0 or L = 1. Before proceeding further we may 
remark that it is perhaps unreasonable to pay loo much attention to the 
short range terms /'^(/f), since in the states with L = 0 and L = 1 there are 
certainly unknown short range interactions which are probably more im­
portant than the simple single particle exchange forces of the type con­
sidered here. We shall therefore for a moment omit the short range terms 
rjy(&) from the discussion and consider only the functions /‘^(/t). We then 
need the asymptotic expansion5) of QL(z) for large values of k,

Ql(z) (5.13)

Here the function ^(r) is the logarithmic derivative of the gamma function 
and y = — y(l).

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 14. 2
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It is now readily seen that the function kf^(k) has a derivative which 
is square integrable, but also absolutely integrable. We can then interchange 
the order of différentiation and integration in the inversion formula (Theo­
rem I) given in section 4, and obtain, for integral values of L,

G0(r,L(L + 1)) - - bj(5-14) 

0
(A > 1)

The integral (5.14) cannot be evaluated in terms of elementary functions, 
but it can be transformed, by using contour integration, into a form which 
reveals its relationship to the ordinary Yukawa potential. We have given 
an example of this in I, and shall not consider the matter further in this 
paper. The function has also an absolutely summable derivative,
so that we obtain

1 x
G^r.UL + 1 )) - - - J dk(kfd\k))'kJL + ;(kr) Yl + ,(*<■)■  (5.15)

0
(L > 1)

Similarly,
1 x

G3(r,L(L + l)) - --j dk(kf[sp>(k)yUL+i(kr)YL + i{kr). (5.16) 
0

(Å > 1)

We may remark that the functions Go, Gr and G3 defined by the eqs. (5.14)- 
(5.16) are less singular than r~ 1 near r = 0.

For the remaining functions, fi?T\k') and the situation is dif­
ferent. We observe that these functions tend to definite (non-zero) limits
when k tends to infinity:

lim /’<er)
fc-> 00

y(T - 1) - yi(L+l)
2L + 1 (5.17)

lim fi\k) = - (2yi(T) - v?(L + 1) - y(L - 1)).
k -> » bar

(5.18)

The functions kf^T\k) and kf^(k) do therefore not have square integrable 
derivatives, and the inversion theorems are not immediately applicable in 
these cases. This difficulty can readily be overcome. Suppose now that the 
principal part near r = 0 of the functions
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G2(r,L(L + 1» - |(2L - 1)(2L + 3)G4(r,L(L + 1)) 
and

G2(r,(L-l)L) + G2(r,(L + l)(L + 2))
is of the form

(5-19) 

respectively, where U < Â < 2 and g22, r/24 are /^-dependent constants. Re­
calling the formula6)

00

jdrr_ÂJ/t(A’r).A.(ÀT) = C^./z.r)^“1, (5.20)
o

(Re(/z + v + 1) > Re(Â) > 0)
where

C(Â,/z,v) = 

______________ 2~Âr(Â)r(^ + ir - y + P______________ (5.21)
+ Ig — + %)’

we observe, from eqs. (4.7) and (4.8), that À in (5.19) must equal unity, 
and obtain the relations

4%y24(L)C(l,L + i,L + l) -

- lrfgm(L)C(l,L - l.L + ?) - /■<’’>(=«,),

where /£cr)(o°), /z,T)(°°) denote the limits (5.17) and (5.18), respectively. 
We then obtain (for L > 1)

G2(r.L(L + 1)) - 2((L + -J)2 - l)G4(r,£(L + 1)) -
~ J - rt<!T,(“)))'Wl+ }(ir)yi+ }(ir),

0
and

G2(r,(L - 1)7.) + G2(r,£ + 1)(L + 2)) - 

+4 J dk(k(ff\k) - f^m'k 

0

- x(^) + »(*')  + JL + f(^) yL - •

As we mentioned before, it is not necessary to obtain the expressions for 
G2 and G4 separately, since these functions occur in the radial Schrôdinger 
equations in precisely the combinations given in (5.24) and (5.25).

2*
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Let us now return to the short range terms rp(A-). It is readily seen that 
these terms tend to non-zero limits r^X00) when k tends to infinity. By 
using the same arguments as above, we conclude that these terms in co­
ordinate space correspond to potentials which behave like O(r2) near 
r = 0.

6. Concluding remarks

In the foregoing sections we have considered the more or less formal
problem of obtaining a local, angular momentum dependent potential from 
a given potential in the momentum representation. The formalism outlined 
here might be considered complicated, but this lies in the nature of the

We may summarize the discussion as follows. The scalar boson exchange 
potential (5.1) can be represented by a local, angular momentum dependent 
potential G in coordinate space, which contains a central .., spin-orbit, 
spin-spin .., quadratic spin orbit .. and tensor force potential. The three 
first mentioned potentials behave like o(r_1) near r = (I, whereas the quad­
ratic spin orbit .. and tensor force potentials behave like O(r~2) near 
r = 0. In addition, there appear short range terms which operate only in 
the states with L = 0 and L = 1, respectively, and which behave like 
O(r-2) near r = 0.

Let us now compare this result to the one which is obtained by using 
expansions with respect to p2/M2. In the adiabatic limit6 7) the spin-bilinear 
terms disappear completely. The central potential becomes the ordinary 

, e~mr . U\ ukawa potential 1 = ----- , and the spin-orbit lorce becomes----- T(mr),
r r dr

which behaves like O(r-3) near r = 0. In the next approximation, keeping 
terms of the order p2/M2, one obtains8) a quadratically momentum depen­
dent central potential, which in coordinate space has the form Y(mr) -

y(mr), where p is the differential operator The resulting 

“effective” central potential is therefore a linearly energy dependent func­
tion which behaves like O(r-3) near r = 0. The spin orbit potential is in 
this approximation the same as in the adiabatic limit. Also, the spin-bilinear 
terms are absent in this approximation. We may therefore conclude that 
the approximations of the above mentioned type give a both qualitatively 
and quantitatively misleading picture of the scalar boson exchange potential. 
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problem and cannot be avoided. We may note that if one wishes to solve 
the two-nucleon scattering problem with a non-local potential in the mo­
mentum representation by using the Lippmann-Schwinger equation, then 
the matrix elements evaluated in section 3 are necessary ingredients in a 
calculation of this kind. We have shown that a potential V in the momentum 
representation becomes local and angular momentum dependent in co­
ordinate space if V has a particular off-shell behaviour, which is implicitly 
defined by the partial wave integral equations considered in this paper. 
We mentioned in the introduction that in a perturbative definition of a 
potential it is always possible to determine the off-shell behaviour so that 
the coordinate space potential becomes local and angular momentum 
dependent. We can in fact add an arbitrary term, vanishing on the energy 
shell, to the lowest order potential, provided this is compensated by adding 
the proper corrections to the higher order potentials. This procedure can 
then be repeated for the potential of next order, and so on.

It is thus possible, within a perturbative definition of the potential, to 
get a potential with any (reasonable) off-shell behaviour, and, in particular, 
the off-shell behaviour which yields a local, angular momentum dependent 
potential in coordinate space.

Among potentials of this kind we may mention the various one-boson­
exchange potentials, which have been used extensively in numerical calcula­
tions in nucleon-nucleon (N-N) scattering. We shall not enter upon a discus­
sion of the domain of applicability of such potentials in this paper; we 
merely recognize the fact that the vast majority of potentials which have 
been considered in N-N scattering are based more or less directly on the 
use of perturbation theory expansions for the S-matrix from field theory. 
Besides the approximations of a “physical” nature involved in calculations 
with such potentials, one has used approximations involving expansions 
with respect to the inverse of the nucleon mass, in order to obtain local or 
“almost local” potentials.

In I we have investigated the validity of such approximations by eval­
uating the phase shifts for the case of scalar particles interacting through a 
single particle exchange potential. It was shown that the “adiabatic” ap­
proximation can lead to quite inaccurate results for this case. The example 
considered in section 5 of this paper shows clearly that the approximation 
involving an expansion in p2/M2 is entirely misleading.

Il is of course very natural to make approximations which lead to local 
potentials, in order to obtain manageable equations. As we have demon­
strated, this can be achieved, whithout using />2/M2-expansions, by taking 
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advantage of the ambiguities inherent in any S-matrix definition of the 
potential, and this leads to the concept of a local, angular momentum 
dependent potential.
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1. Miscibility and Superstructures of Fluorite

It is wellknown in geochemistry that trivalent lanthanides and certain 
quadrivalent metals such as thorium frequently replace each other in 

minerals. This is usually ascribed to comparable ionic radii and the stoi­
chiometry is normally taken care of by charge compensation of other con­
stituents, as is also often the case for aluminium (III) and silicon (IV) in 
common rocks. However, it is far more surprising that Zlntl and Croatto 
[133] discovered that La2C>3 is miscible to a large extent with CeC>2 retaining 
the cubic fluorite structure of the latter compound. This type of miscibility 
explains many tenacious impurities found in old days in rare earths, and 
may perhaps even explain why Urbain found traces of hafnium in fractions 
of LU2O3 and called the new element celtium, firmly believing that it was 
trivalent.

From a crystallographic point of view, the miscibility may either be 
statistical, a surprisingly large number of oxygen vacancies (frequently 
above 12.5°/0) being formed, or new superstructures such as the C-type 
M2O3 or the pyrochlore A2B2O7 are generated. No case seems to be known 
where the number of metal atoms deviate from that found in fluorite. In 
other words, in the unit cell characterized by the lattice parameter ap (having 
the order of magnitude 5 Å), four metal atoms occur, whereas in the super­
structures having the size 2a f, 32 metal atoms are found. They are arranged 
in cubic close-packing, and hence, on a Debye-powder diagram, the lines 
having the index h2 + k2 + l2 = 3, 4, 8, 11, 12, 16, 19, 24, . . . would occur 
anyhow, even if the oxygen atoms were neglected. In one sense, CaF2 is a 
superstructure of CsCl containing half as many metal atoms, but we have 
found no trace of miscibility between these two types.

Small quadrivalent ions such as titanium (IV) favour distinct super­
structures having the coordination number N = 8 for the lanthanides and 
N = 6 for Ti(IV). However, someC-oxides are miscible with TiCUto a certain 
extent [70] and Ero.9Tio1O1.55 is distinctly C-type whereas Dyo.9Tio1O1.55 
seems to be a disordered fluorite with broadened diffraction lines. Ault 
and Welch [3] found that a fluorite phase extends from Yo-63Tio.37O1.685 
(of = 5.135 Å) to Yo.76Tio.24O1 •62 (of = 5.200 Å) and a pyrochlore phase 
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from Y0.45Ti0-55O1.775 (2«f = 10.088 Å) to Y0-59Ti0.41O1.705 (2öf = 10.127 Å). 
The non-Daltonian behaviour of the pyrochlore casts a weak doubt on the 
stoichiometry of ErTiC>3 5 (2gff = 10.0762 Å) which has been studied very 
carefully by X-ray and neutron diffraction [80]. The strongly distorted 
octahedron Ti-6 O has the internuclear distance 1.955 Å whereas the com­
pressed cube around erbium has two Er-O 2.1815 Å (= j/3czf/4) and six 
Er-O 2.471 Å. The distortions from fluorite (x = 0.375) can be expressed 
by the oxygen parameter x = 0.420 for ErTiOs-s- If x were 0.4375, the 
octahedron Ti(IV)Oß would be regular. These figures illustrate the extra­
ordinary liberality of ionic radius variation allowed in the superstructures. 
The two short Er-O distances represent the average value for A and B in 
A2B2O7, whereas Er(III) otherwise seems to have an ionic radius some 
0.4 Å larger than Ti(IV). One would extrapolate «f for a hypothetical 
fluorite TiO2 to be 4.80 Å whereas the (much safer) extrapolation to fluorite 
ZrO2 gives 5.10 Å. These values vary less than (4/|/3)times the variation of 
the ionic radii for 6-coordination.

2. Zirconium Oxide

Excellent reviews on mixed oxides formed with Zr(IV) are written by 
Madame Perez y Jorba [99], Lefèvre [84] and Möbius [93]. Whereas 
pure ZrO2 is not stable as fluorite, relatively small admixtures of trivalent 
or divalent ions stabilize the cubic form. There is an apparent discrepancy 
between our previous results [70] finding disordered fluorites MZ1O3 5 
(M = Nd,Sm, Eu,Dy, Ho,Er,Yb) and Collongues et al. [25] finding pyro­
chlores for M = La,Ce,Nd,Sm and Gd in agreement with Roth [109] for 
M = La and Nd. The Erench authors prepared the pyrochlores under 
equilibrium conditions at 1300 to 1500°C and noted that SmZrO3 5 if heated 
above 2400°C or GdZrO3-5 if heated above 1550°C transform to disordered 
fluorites, comparable to DyZrO3-5 at all temperatures studied. Our technique 
of heating co-precipitated hydroxides for one to three hours at 1000°C 
produces disordered Zr-fluorites (though Ti-pyrochlores) which must be 
metastable according to Perez y Jorba [99]. The crystallization of the oxide 
formed from co-precipitated hydroxides takes place at a quite definite tem­
perature, frequently around 500° C, whereas pure ZrO2 is formed from the 
hydroxide at 370°C according to Lefèvre [84]. The additional lines for 
pyrochlores (dp = 2öf) have indexes 3, 11, 19, 27, 35, . . .

We continued our studies by preparing Mo^Zro-sOi-g of most of the 
lanthanides M. This concentration of M is well above what is normally
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Table 1.
Unit cell parameters dp in Å observed for cubic (and in the case of LaErO3, perhaps quasi- 
cubic) structures. F is fluorite, C the Er2O3 type, P pyrochlore (the actual unit cells have 
ac = ap = 2 dp). The mixed La-Er-Zr oxides marked w and w2 have the apparent fluorite­
indexes 1.5 and 2.25, respectively. The calculated values dp are obtained by linear combi­
nation of the constituents, the quantities for M(III) being obtained from eq.(l). -j-N indi­
cates that the sample consists of two phases, the other being NdYO3 of Table 2. As dis­

cussed in the text, the observation of the line w2 may indicate N being present well.

Type dp dp Ref.

L'a0.55^^0.45^1.5............................................................... C+N ~5.36 5.57
La0.8Erg.5Oj.5 (1000° C)........................... C+N 5.29 5.55 70
Lan ltEr„ „0, ............................................ C+N ~5.35 5 53
Lan .Ern »O, B............................................. C+N ~5 41
Lan ,Ern 70, B............................................. C+N ~5,33 5 48
Lao.gEro.gOj.s............................................. C(+N) 5.31 5.45 —
Lan ,Er„ QO, ............................................... c 5.30 5 41
ErOj 5.......................................................... G 5 274 5 38
La0.5Tm0.5Oj.B (820° C)........................... C+N 5.36 5.53 —
La0.5Ybo.501.5 (8200C)........................... C+N 5.26 5.52 —
Dy« QZrn ,0, „.......................................... F or C 5.32 5.39
Lao.36Er0.54Zr0.4O j.6B............................... F(wa) 5.345 5.47 —
Lao.27Ero.53Zro.jOj. 56............................... F(w,w2) 5.29 5.44 —
La0.j8Ero.72Zr0.iOi.55............................... F(w) ~5.30 5.41 —
Lao.o9Er0.gjZro.jOj.55............................... F(w) ~5.28 5.38 —
Lr0.9Zr0.jOj.55............................................. C 5.26 5.35 —
Smn 0Zrn ,0, «............................................. F ~5.40 5.44
La0.4Dyo.4Zr0.2Oj.6.................................... F+N 5.38 5.48 —-
Lao.2Dyo.oZio.2Oj.8.................................... F+N 5.34 5.40 —
Dyo.8Zro.2Oj,g............................................. F 5.29 5.36 —
La0.4Ero.4Zro.20j.6.................................... F(w2) 5.30 5.46 —
Lao.32Ero.48Zro.20j.g................................. F(w’) ~5.29 5.43 —
Lao.24Ero.5gZro.2Oj.g.................................. F(w2) 5.275 5.41 —
La0.jgEr0.gjZr0.2Oj. g.................................. F(w,wa) ~5.28 5.38 —
Lao.osEro.72Zro.2Oj.g.................................. F(w) 5.255 5.35 —
Ern fiZrn ,0, «............................................ c 5.26 5.32 70
Ndo.g7Zrg.33Oj.g7........................................ F+N ~5.36 5.42
Lao.33Smo.33Zro.33Oj.07............................. F ~5.37 5.45 —
Smo.g7Zro.33Oj.g7............................................................ F? — 5.38 —
Dyo.g7Zro.33Oj.07............................................................ F 5.26 5.32 —
Fr___7r___ A c 5.27 5.28 70
La0.25Nd0.25zrg.5OJ.75............................... F+N 5.31 5.38
Ndn RZrn .0, .......................................... P 5.324 109

F 5.30 5.35 70
Lag.25Smo.25Zrg.5Oj.75............................. F ~5.30 5.36 —

(contd.)
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Table 1 (contd.)

Type dp ctp Ref.

Sm0.5Zr0.6O1.75.......................................... P 5.288 __ 99
F 5.27 5.32 70

EUo.5Zro.5O1.75.......................................... F 5.23 5.30 70
Lao.25Dyo.25Zro.5O!.75............................... F+N 5.27 5.33 —
Dyo.5Zro.5Oj,75.......................................... F 5.21 5.26 70
LIOo.5Zro.5Oj.75.......................................... F 5.20 5.25 70
Lao.2Ero.5Zro.5Oj.75................................. F -5.24 5.31 —
Lao.j5Ero.35Zro.5Oj.75............................... F 5.23 5.29 —
La0.iEr0.4Zro.5Oi.75................................. F 5.22 5.27 —
Lao.05Ero.45Zro.5Oj.75............................... F 5.205 5.255 —
Ero.5Zro.5Oj.75............................................. F 5.19 5.24 70
T Eo.5Zro.5Oj.75.......................................... F 5.17 5.21 70
Pr0 4Zr0 6O2 x............................................ F 5.265 (IVJ5.225

(111)5.31 _
Pr0.2Zr0.8Oa_y............................................. F 5.17

to 5.25
(IV)5.16
(111)5.205

—

Ndo.2Zro,jOj.9............................................. F 5.19 5.20 —
Srno.2Zr0.gOj.B............................................. F 5.17 5.19 —
Euo.2Zro.8Oj.j............................................. F 5.155 5.18 —
Tb0.2Zr0.8Oj.9............................................. F 5.15 (111)5.17 —
Dyo.2Zro.8Oi.9............................................. F 5.15 5.16 —
HOQ^ZrQ.gOj.g............................................. F 5.147 5.16 —
ETq,2^r0.8^1 ■ 9............................................ F 5.145 5.16 —
Tm0.2Zr0.8Oi.9 .......................................... F 5.135 5.15 —
Yb0.2Zr0.8Oj.9............................................. F 5.13 5.15 —

needed to induce the fluorite structure, and indeed, we find a very smooth 
variation of «f as seen in Table 1. The samples form unusually large (about 
1 mm3) crystals; the spectroscopic properties are discussed in chapter 8. 
The behaviour of praseodymium and terbium is particularly interesting. 
When incorporated in CeC>2, TI1O2 and in C-oxides, these two elements 
readily oxidize to Pr(IV) and Tb(IV) by heating in air. However, this is 
not at all true in ZrC>2. The value ay = 5.15 Å for M = Tb interpolates 
nicely in the series of the other trivalent M. An even stronger argument is the 
amber-yellow colour of the sample suggesting that nearly all terbium occurs 
as Tb(III) since we see in chapter 6 that Tb(IV) is far more intensely coloured 
in such lattices. The case for M = Pr is a little more complicated. The powder 
diagram here corresponds to a superposition of two components having 
uf = 5.25 and 5.17 Å; and when heated in ethanol vapour, ap ~ 5.23 Å 
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and the lines are asymmetrically broadened. The sample is yellow-brown 
before the reduction and turns pale grey. The black Pro-4Zro-602-x turns 
light olive-brown by reduction in ethanol vapour, but retains the value 
uf = 5.265Å. Pro-5Zro-502-x is black and has of = 5.31 Å. When compared 
with uf = 5.39 Å for PrC>2 [16, 45] this indicates lattice constants some 
0.05-0.07 Å above Vegard’s linear rule. The most probable conclusion is 
that most, but not all, praseodymium occurs as Pr(lII) in these samples.

We also prepared some lanthanide-rich mixtures. Several of these pre­
parations belong to a new type described in chapter 3 and which is remark­
ably common for lanthanum and neodymium oxides containing some Ti(IV), 
Y(III) or Zr(IV). However, some disordered fluorites are also found. As 
seen in Table 1, lanthanum substitution LaxEri_xZrO35 increases uf from 
5.19 Å for x = 0 to 5.24 Å for x = 0.4. Three other disordered fluorites are 
Ndo-67Zro.33O1.67, Lao-33Smo.33Zro.33O1.67 and Dyo.67Zro.33O1-67 whereas Ero-67 
Zro.33O1.67 previously [70] was found to be a C-oxide with slightly larger up. 
Smo.8Zro.2O1.6 has broader diffraction lines than Dyo.sZro.2Oi 6 but both seem 
to be disordered fluorites, whereas Dyo-9Zro.1O1.55 shows ambiguous and 
Ei’o sZro^Oi.6 certain signs of being C-oxides. We discuss nine mixed La-Er-Zr 
oxides in chapter 4 because of the relations to the problem of LaErO3.

3. The New Type NdYO3

Since Goldschmidt’s identification [36] of the A-, B- and C-types of the 
rare earths, there has been an extensive discussion of the influence of 
temperature and pressure on the equilibria and kinetic behaviour of the 
transformations (c/1. the review by Brauer [17]). Foex and Traverse [33] 
have recently found two new hexagonal forms of M2O3 which only occur 
above 2000°C. Schneider and Rotii [112] studied mixed lanthanide oxides 
prepared mainly at 1650°C and concluded in the presence of Goldschmidt’s 
three forms and of an orthorhombic perovskite LaYb()3. As we shall see 
in chapter 4, this is a high-temperature form. When prepared at 600° or 
800° C, two other types are observed.

As seen in Table 2, our technique produced [70] Ndo-sYo-sOi-s and 
Ndo 2Yo.801-5 not having the B-type expected [112] but a rather simple 
powder-diagram which has also been found in a large number of mixed 
oxides of lighter lanthanides containing some Ti(IV) or Zr(IV). Among the 
pure examples of this type are Ndo.9Tio1O1.55, Ndo.sTio.2Oi 6, Ndo.67Tio.33 
0167, Ndo.8Zro.2O1.6, Lao-4Ndo.4Zro.2Oi 6, Lao.45Smo-45Zro.1O1.55 and Lao-45 
Dyo.45Zro.1O1.55. The purpose of making the ternary mixed oxides is to
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Table 2.
d-values in Å for diffraction lines of the new type NdYO3. The normalization factor n for 
the unit cell is indicated. +F indicates the simultaneous presence of another, fluorite-type, 
phase, “v” indicates the presence of additional lines, the strongest of which has <1 = 2.12 Å, 

and probably corresponding to a perovskite phase.

n Ref.

Ndn SY„ A), ............................ 3.44 2.85 2.59 2.01 1.00 70
3.42 2.82 2.57 1.98 0.99 70

Ndn oTin lOi -r......................... 3.43 2.84 2.59 2.01 1.00 70
Nd„ „Tin ,0, «........................... 3.45 2.84 2.59 2.01 1.00 70

3.46 2.86 2.61 2.02 1.005 70
t-a0.45^010.45Zr0. iOj.55 .................... 3.525 2.905 2.63 1.02
Lao.45Dyo.45Zr0.i01-55.............. 3.525 2.905 2.63 2.06 1.02 —

3.525 2.9 2.625 2.06 1.02
Lan ,Ndn „Zrn.,0, «................... 3.505 2.875 2.62 2.04 1.015
Nd„ 0Zr„ ,0, «........................... 3.45 2.855 2.595 2.02 1.0050*8  0 • 2 1 • o

La„ ,Smn ,Zr„ ,0, » ................. 3.515 2.905 2.625 2.06 1.02
Lao.2Sm0.6Zr0-2O1.6(+F)........ 3.505 2.885 2.615 2.04? 1.015 —
LaO.4DyO.4^rO.2C*1.8(+1 7) ............. 3.525 2.91 — 2.06 1.02 —
La0.2Dy0.6Zr0.2O1.6(+F) ........ 3.515 2.895 — 2.06 1.02 —
t-<ao.33^S ^to.33^^0.330j. 67(T F) . . . 3.515 2.885 2.625 2.05 1.015 —
N <to.67Zr0,3301.67(+ F).............. 3.445 2.85 2.585 — 1.00 —
I^O-SsDyO-SS^1 0.3301.67(TF) . . . 3.535 2.915 — 2.06 1.025 —
^a0.25^'60.25Zr0sO1.75(+F) . . . 3.525 2.915 2.635 2.06 1.02 —
Lao.sY0.5Oi.8(600 C).............. 3.535 2.915 2.64 2.065 1.025 —
La0.5Y0.5O1.5(1000°C)............ 3.545 2.92 2.64 2.065 1.03 —
La0.5Ho0.5O1.5(1000°C)........... 3.535 2.915 2.64 2.065 1.025 —
Lao.6Ero.4Oi.6(+v)................... 3.535 2.92 2.64 2.06 1.025 —
I'a0.5.d'-r0..1âO1.5( + V, 4-C)......... 3.525 2.90 2.63 2.06 1.02 —
ljaO.5t'jl’o. 5O1.5(600 C) ............ 3.54 2.92 2.645 2.065 1.03 —
— (1000° C, N-componcnt). . 3.53 2.90 — 2.055 1.02 —

L^O.45^0.5501.5(+V, +C)......... 3.525 2.91 ~2.63 2.06 1.02 —
La0.4^r0.6O1.5(+C)................... 3.525 2.91 ~2.65 2.065 1.02 —
Lao.s'l'nio.jOj.j (600 C) ( + C). . 3.535 2.92 ~2.65 2.065 1.025 —
La0.5Yb0.5O1.6(600°C)(+C) .. 3.53 2.91 ~2.64 2.065 1.02 —

— (1000° C, N-component). . 3.535 2.91 2.06 1.025

investigate to what extent a mixture of two lanthanides imitates the actual 
lanthanide having the ionic radius equal to the average radius of the mixture. 
Other samples, containing heavier lanthanides such as dysprosium, or con­
taining more zirconium, consisted of two phases, one fluorite and one 
NdYÜ3 type. However, LaY03 and LaHoO3 prepared at 600° or 1000°C, 
or LaErCh prepared at 600°C also belong to the NdYÜ3 type.
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The linear dimensions of the unit cells of the various compounds isotypic 
with NdYC>3 must be rather similar. It is seen in Table 2 that the d-values range 
from 1.025 (Lao-sYo-sOi s) to 0.99 (Ndo^Yo-sOi-s) times those characterizing 
NdY03. It may be noted that in addition to our type, which we also find 
for Nd2TiOö prepared by our technique, two other types M2TiOs have been 
described. Roth [109] found that La2Ti207 and Nd?Ti2O7 are not cubic 
pyrochlores (as are Sm2Ti207 and heavier compounds) but have a very 
complicated powder-diagram not corresponding to our type. Guillen and 
Bertaut [38] resolved the crystal structure of their orthorhombic La2TiO5 
containing La(III)07 and unusual trigonal-bipyramidic Ti(IV)Os. Queyroux 
[103] studied Gd2TiOs and Dj^TiOs having essentially a fluorite structure, 
but an actual hexagonal unit cell with the volume 9a|. Professor E. F. Bertaut 
was so kind as to confirm that the powder-diagrams of these four types are 
all different.*

4. Mixed Lanthanum-Erbium Oxides

The C-type M2O3 solved by Pauling and Shappell [98] is represented 
by a surprising variety of oxides, SC2O3, In203, TI2O3 in addition to rare 
earths (favoured by small ionic radii and low temperature). Obviously, the 
oxygen atoms do not contribute very strongly to the X-ray diffraction, and 
it is only after the refinement also using neutron diffraction [10] that it has 
become apparent that the M-0 distances do not show as much spreading 
as first assumed (excepting M112O3 and the mineral bixbyite, which are 
rather atypical cases). Thus, 8 of the 32 indium atoms in the unit cell of 
I112O3 [88] have six oxygen neighbours at the distance 2.18 Å nicely situated 
at the corners of a cube lacking a bodydiagonal, whereas the 24 atoms 
deviate more from the idealized fluorite substructure (cube lacking a face­
diagonal) by having each two distances In-0 2.13, two 2.19 and two 2.23 Å. 
It may be remarked that the average distance 2.183 Å is very closely that 
of fluorite |/3ap/4 = 2.189 Å.

Phenomenologically, the fluorite diffraction lines having the index 
h2 + k2 + l2 = 3, 4, 8, 11, 12, 16, 19, . . . become 12, 16, 32, 44, 48, 64, 76, . . . 
when the unit cell is doubled in C-oxides, and new, prominent lines have 
the indexes 6, 14, 18, 22, 26, 38, 46, ... It was noted [70] that samples of 
LaEi’03 and LaYb03 made at temperatures lower than 1000°C have the

* Dr. Paul Caro kindly attracted the writers’ attention to the danger of forming very 
stable oxo-carbonates M2O2(CO3). However, the powder-diagrams of the two hexagonal forms 
M = La and Sm do not correspond to ours, and a sample of LaY03(1000°C) kept for half 
a year, only contains 2.6% CO2 and not 13.75% CO2. 
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powder-diagram characterizing the C-type superposed very weak lines 
apparently having the fractional indexes 2.25 and 8.75 besides a few lines 
at lower (/-values. One explanation of this behaviour would be a very large 
cubic unit cell having the size 4«f (~ 20 A) and only showing appreciable 
diffraction intensity for the indexes 9, 24, 35, 48, 64, . . . which is not a 
very appealing idea. Another explanation would be an ordered distortion 
of the C-lattic,e, perhaps having a symmetry much lower than cubic, as has 
actually been found for Gd2Û3, Dy2O3, YbaO3 [99] and SC2O3 [84] mixed 
crystals with relatively small amounts of ZrO2. However, these types do not 
correspond to our observations.

Here, we continued the study, and we found the same behaviour for 
LaTmOs and for LaxEri_xOi.5 with x = 0.2 to 0.55, and a rather unexpected 
variation of of as function of x, as seen in Table 1. We have adapted the 
suggestion by Brauer and Gradinger [15] to define an effective uf para­
meter for C-oxides having the observed ac = 2uf:

of = «F + 0.21295 (5.757 Å — uf) (1)

giving the values 5.62 Å for P12O3, 5.59 Nd, 5.53 Sm, 5.50 Eu, 5.45 Tb, 
5.42 Dy, 5.40 Ho, 5.38 Er, 5.35 Tm, 5.33 Yb and 5.40 Y. These values, as 
well as the parameter ap = 5.72 Å for La2O3, agree with the slopes extra­
polated towards 100 °/0 lanthanide content in several oxides of quadrivalent 
metals. The reason why «f is smaller than uf in C-M2O3 (0.042 Å for M = Pr, 
0.115 Å for M = Yb) is essentially the six-coordination in C-oxides. Gold­
schmidt argued that 8-coordination corresponds to 8 °/0 larger ionic radii 
than 6-coordination, which should hence decrease ap of C-P^CH (representing 
(4/|/3)times the distance Pr-O) 0.27 Å and of Yb203 0.23 Å. Apparently 
N = 6 is unpleasantly low for lighter lanthanides, and equ. (1) corresponds 
to much smaller changes. Poix [100] compiled M-0 distances for N = 12 
and TV = 6 in perovskites. Thus, N = 12 for Nd corresponds to 2.665 Å, 
whereas the observed ap = 5.54 Å for C-Nd2Û3 corresponds to 2.40 Å (c/. 
the discussion of In2Û3 above). Another example [100] is N = 6 for Ce 2.405 Å 
whereas CeO2 has the actual value (for N = 8) 2.338 Å showing a larger 
rather than a smaller value for six-coordination.

Returning to our LaxEri_xOi 5, the values for (ap - ap) are 0.11 Å for 
x = 0 and 0.1 ; 0.14 Å for 0.2; and 0.15 Å for x = 0.3. This shows that our 
samples are even more tightly packed than the ordinary C-oxide. For x = 0.5, 
this difference assumes the rather astonishing size 0.26 Å. Apparently, these 
very high values are not perfectly reproducible. LaTmOs has (ap — ap) = 
0.17 Å and LaYbOs 0.26 Å.
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However, most and probably all of these observations can be explained 
by the presence of two phases. It turned out that LaErO3 prepared at 600°C 
is entirely of NdYC>3-type (N), and that the effect of heating hence seems to 
be the formation of a mixture of much C- and some N at 1000°C and of 
perovskite at 1200°C. There are two unusual aspects of this interpretation. 
One is the w-line with the apparent fluorite index 9/16. Actually, it can be 
included in Table 2 at the position d = n-6.7 Å. This line is particularly 
strong in the mixed La-Er oxides, and it was apparently absent in several 
of the samples given in Table 2. However, a closer comparison showed that 
in all of these cases, it was due to insufficient exposure of the film. The 
other unexpected feature is that LaErOß prepared at 600°C has slightly 
larger d-values than LaYÛ3 and LaIloO3. Actually, n = 1.02 seems to be 
a lower limit for the last entries in Table 2, and the N-component of LaYbÛ3 
has a slightly larger value of n than the N-component of LaErOs- This can 
be rationalized if the rearrangement typically taking place between 800 and 
1000°C does not involve a complete transformation to the C-type, but that 
some N-phase remains containing somewhat less Yb in the former case 
compared to the proportion of Er in the latter case, whereas the C-type 
assumes a low value for of corresponding to less than 50°/0 La. In many 
ways, the N-type assumes the same role as the B-type in Schneider and 
Roth’s studies [112] at 1650°C. We have found no case where the N-type 
survives at 1200°C.

The mixed La-Er-Zr oxides containing 10 °/0 Zr are not extremely different 
in behaviour, of for the C-type increases linearly until 18 °/0 La, whereas 
the samples containing 27 and 36°/0 La also contain some N-phase. The 
samples containing 2O°/o Zr tend to contain three phases, as is distinctly the 
case for Lao.4sEro-32Zro.2O1.6, viz. a fluorite with of ~ 5.36 Å, an N-phase and 
something giving sharp lines, the strongest of which at d = 2.13 Å. This 
third phase which can also be perceived in Lao ssEro ^Oi-s and Lao.45Ero.55 
01-5 prepared at 1000°C (strongest line d = 2.12 Å) is probably a perovskite.

Nearly all our disordered fluorites [70] MZrOs s have (of - dr) = 0.05 Å, 
and this is also true for LaxEro s-xZro 5O175 having x = 0.05, 0.1 and 0.15. 
For x = 0.2, the fluorite lines are somewhat broadened and apparently, the 
phase breaks down by further lanthanum substitution.

The various oxides having C + N diffraction lines are all transformed 
irreversibly by heating for three hours to 1200°C. The powder-diagrams 
indicate clearly perovskites, the average cubic value for the strong multiplets 
of closely adjacent lines is aav = 4.23 Å for Lao^Ero-eOi-s, 4.21 Å for Lao-45 
Er0 55Oi-5, 4.22 Å for Lao.5Ero.5O1.5, 4.22 Å for Lao.55Ero.45O1.5, 4.21 Å for
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Lao-5Tmo-5Öi 5 and 4.19 Å for Lao.5Ybo.5O4.5. It is highly probable that the 
homogeneity ranges for these orthorhombic perovskites are narrow, and 
that excess rare earth of one kind forms other phases. Thus, Lao.3Ero.7O1.5 
when subject to 3 hours 1200°C seems to have superposed lines of a fluorite 
or C-oxide czf = 5.35 Å (pure Ei'203 5.274 Å) and another phase. Though 
the perovskite LaEr03 definitely is the stable thermodynamic form, the 
coordination number N = 12 for La is unusually high, and N = 6 for Er 
unusually low, and correspondingly, the value for (ctav/j/2) = 2.98 Å is con­
siderably larger than Poix’ value [100] for La-0 2.71 Å., whereas aåv/2 = 
2.11 Å is smaller than expected for Er-O. Of course, because of the ortho­
rhombic distortions, these two expressions do not correspond exactly to 
the M-0 distances.

5. Bismuth Oxide

C-M2O3 has a highly distorted 6-coordination for 24 of the 32 M atoms 
in the unit cell. Among the most unusual properties of this type considered 
as a superstructure of fluorite is that the oxygen vacancies are surrounded 
by four (such six-coordinated) M-atoms without any metallic properties 
being apparent (with the exception of TI2O3 [70]). One may ask whether a 
cubic structure is not feasible, where all M atoms adapt the coordination 
(cube lacking body-diagonal) characterizing the 8 remaining M-atoms in the 
C-type. Actually, senarmontite, one of the modifications of Sb2O3, is cubic 
O‘ with a = 11.14 Å and isotypic with arsenolithe AS2O3 having a = 11.074 Å. 
This type can either be considered as a lattice of individual AS4O6 molecules 
or as a superstructure of fluorite, all M-atoms being of the body-diagonal- 
vacancy class discussed above. The choice between these two descriptions is 
determined by the actual extent of three M-0 distances being considerably 
shorter than the three others. The powder diagram lines have the indexes 
3, 12, 16, 19, 24, 27, 32, 35, 36, 44, 48, 51, . . . [94] which obey the same 
selection rules as pyrochlore. However, in actual practice, confusion between 
the two types rarely occurs, because the intensity distribution is very different 
(19 stronger than 16; 51 comparable to 44; etc.).

Levin and Roth [85] reviewed the many modifications reported of 
BÎ2O3. The two most common forms of high purity are monoclinic a-Bi203 
and tetragonal /LBiaOs. Sillén [118] found a cubic form (a = 10.08 Å) 
having the composition M2Bi2404o where M is a quadrivalent impurity such 
as silicon (e. g. deriving from porcelain crucibles). Schumb and Rittner [113] 
prepared the isotypic y-Bi2O3 (zz = 10.245 Å) which is definitely not a super- 
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structure of fluorite (like all other cubic structures discussed here) since it 
contains 26 Bi atoms per unit cell which can be written Bi26C>39. Levin and 
Roth [85] prepared many more “sillenites”, mixed oxides 12 Bi: 1 M, 
where M = Pb, Cd, Rb, V, Zn, Ti, Ge, Al, P, Ge, R, Si, presenting a-values in 
the range from 10.258 to 10.104 Å. The strongest lines have indexes [113] 
8, 10, 12, 14, ... , 34, 36, 38, 46, . . .

Gattow and Schröder [34] described the (disordered) fluorite <3-Bi2O3 
(czf = 5.665 Å) which is only stable in the interval from 730°C to the melting 
point 825°C. These authors also report <3*  mixed oxides such as B^SiCLo 
not being a sillenite, but again a disordered fluorite of = 5.542 Å. Hund [49] 
found that UO2 is completely miscible with Ô-BÎ2O3 forming red-brown 
UxBii_xOi.5+o-5x and that TI1O2 and CeC>2 are miscible to a great extent with 
this fluorite.

When we melted Bi203 at 850°C for 30 minutes, the cooled product had 
a vitreous aspect. However, it does give a complicated powder-diagram. 
If oxides were carefully pre-mixed corresponding to the compositions 
Ndoo4Bio-960i.5, Ndoo8Bio-920i-5, Hooo4Bio-960i-5 and Eroo4Bio-960i-5, the 
products have powder-diagrams exclusively corresponding to fluorites having 
of = 5.545, 5.515, 5.515 and 5.515 Å, respectively. Attempts to make 
H00 08B10 92O1.5 produced a mixture of two phases. We conclude that these 
samples are essentially <5-Bi2C>3, and that the of*values extrapolate towards 
a value for pure Bi2C>3 ay = 5.575 Å. It must be remembered that Gattow 
and Schroder’s 0.09 Å higher value was obtained at 750°C.

The two groups of cubic pure and impure bismuth(III)oxides are similar 
to y-Bi2C>3 having 26 metal atoms in an unit cell with a ~ 10.2 Å and <5-Bi2O3 
having 32 metal atoms in eight unit cells, 2uf ~ 11-1 Å. The latter group 
might have a relation with senarmontite, the ordering of the body-diagonal 
vacancies having disappeared. It is not probable that <5-Bi2C>3 is related to 
C-M2O3 since of is larger than for Nd203. Thus, it is known from the dis­
covery of europium that the (twelve-coordinated) Bi(NO3)6-3 forms double 
salts having properties intermediate between those formed by Sm(NO3)6-3 
and Eu(NO3)6”3, and for many other purposes, the ionic radius of Bi(lII) 
seems to be even smaller than that of Eu(III). On the other hand, the pos­
sibility kept open in the senarmontite structure of three short and three long 
Bi-O distances would join other cases of strongly distorted s2-stereochemistry 
[96]. It may be remarked that of of fluorite Sm2O3 according to equ. (1) is 
5.53 Å, and that Nd(III) and Er(III) contract our Ô-BÎ2O3 strongly.
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6. Thorium Oxide and the Oxidation States of Praseodymium 
and Terbium

Zintl and Croatto’s phenomenon of introduction of large quantities of 
LaOi-5 in CeO2 was found by Hund and Dürrwächter [47] for ThOa to 
the surprising higher limit of Lao.52Tho-48O1.74. Under the conditions applied 
by Brauer et al. [15, 35] (z. e. equilibria at 1200 to 1500°C) the miscibility 
is smaller for the heavier lanthanides and attains (at 1200°C) Euo36Tho-64 
01-82 and Ybo o8Tho.92O1.96. We prepared [68] Euo.5Tho.5O1.75 and a variety 
of M014Th0.86O1.93 (including M = Yb) by heating the coprecipitated hydro­
xides to 1000°C and we found single fluorite phases. The paradox is the 
same as discussed above for MZrO35 that such a technique frequently 
produces samples which would only be thermodynamically stable at a much 
higher temperature. Gingerich amd Brauer [35] report an increasing 
miscibility at increasing temperatures above 1200°C.

Since the spectroscopic and crystallographic behaviour of trivalent 
lanthanides in TI1O2 has been extensively treated, we are here going to 
discuss only the behaviour of praseodymium and terbium. These two 
elements have a far greater tendency to be oxidized to Pr(IV) and Tb(IV) 
in TI1O2 and CeC>2 than they have in ZrC>2, as we saw in chapter 2. Marsh [89] 
demonstrated this tendency by analytical methods and found that the black 
PrxThi_xC>2 can be reduced by H2 to Pr(III). A most extraordinary obser­
vation was that strong ignition in hydrogen again blackened the material 
and apparently produced Pr(II) quantitatively. Further on, C-Y2O3 was 
shown to allow full oxidation of Pr present to Pr(IV). On the other hand, 
Marsh could not confirm the claims by Prandtl and Rieder [102] that 
PrxYi-xOi 5+o-5x can be further oxidized to Pr(V). It is well-known by 
preparative rare-earth chemists that traces of Pr produce a dark-brown 
discoloration of C-oxides far easier than of A-oxides [131].

We observed a violet colour of liro-ooo5Tho-999s02 and a purple colour of 
Tbo ooiTho-99902. We are interested in the origin of these intense colours, 
and as we shall discuss in chapter 7, we are convinced that they are due to 
electron transfer from the adjacent oxide ligands to the Pr(IV) and Tb(IV) 
central atoms. It is not excluded that cubic oxides containing higher con­
centrations of Pr or Tb are black because of collective effects in mixed 
oxidation states, but the presence of monomeric chromophores at low 
concentration seems beyond doubt. The wavenumbers of these absorption 
bands increase slightly when the M-0 distances decrease. Thus, Pro.0002 
Ceo-999802 is pink and Pro oiCeo 99O2 brick-red [12,14] and Tb(IV) gives a 
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characteristic orange colour when present as traces in Y2O3, which is the 
reason why Mosander already in 1843 could indicate the existence of this 
rare element. The Tb-0 distance is presumably even shorter in the yellow 
perovskite (a = 4.28 Å) BaTbC>3 and yellow-brown K2Tb()3 (disordered 
sodium chloride, a = 5.11 Å) reported by Hoppe [44]. It may be noted that 
this author has reported colourless K2CeO3 and pale brown K2P1O3.

In the case of black oxides, we recommend the mineralogical technique 
of making coloured streaks on an unglazed tile. This has been quite in­
formative in the study of mixed Ce-Th-U oxides.

The mixed Ce(III, IV), Pr(III, IV) and Tb(III, IV) oxides have a highly 
complicated crystal chemistry. The dark blue colours of CeOi-ßs-i-si [14] and 
CexUi-xO2 [86] are certainly due to co-operative effects; but in the former 
case, a number of distinct phases such as Ce70i2, CegOiß and CenC^o [11] 
(previously written as Ce32O55, Cc320s6 and Ce320 58) have been identified 
for higher oxygen content, whereas in the latter case, a fluorite smoothly 
changes of from 5.412 Å for CeC>2 to 5.469 Å for UO2. We are not going 
here to discuss the fascinating uranium oxides but only mention that UO2 
is miscible with YO15 having up according to equ. (1) [32]. However, such 
samples are rapidly oxidized in air, diminuishing a? and turning black. 
The black, cubic PreOii (essentially fluorite with a? = 5.468 Å, lacking 1/12 
oxygen atoms and showing weak superstructure lines) [92, 39] is a well- 
defined, almost Daltonian, compound. An argument for the electronic 
ordering [definite atoms being Pr(III) and others being Pr(IV)] is Marsh’ 
preparation of Pr4La20ii [89]. Electronic ordering has not been detected in 
many cases; spectroscopic studies of Sb(III) and Sb(V) in cubic crystals 
such as K2S11CI6 [27] and crystallographic investigation of K^SbBrß [50] and 
(NH^SbBrß [83] have established the phenomenon. As one would expect, 
the electronic ordering is accompanied by fairly different M-X distances in 
the crystal.

We confirmed cif = 5.45 Å for our sample of PrßOn. However, a minor 
component corresponds to cif = 5.39 Å and is probably Pr02 (cf. Brauer 
and Pfeiffer [19]). Several authors [126] have expressed doubts as to whether 
Goldschmidt’s C-Pr203 exists. Actually, as discussed in the experimental 
section, we reduced PrßOn at low temperature with ethanol or octanol vapour 
and obtained yellow-tan materials being C-oxides with ap = 5.57 Å. The 
previously reported values of this parameter are 5.570 Å [92] and 5.568 Å 
by Mazza and Iandelli [91] who also measured reflection spectra. Brauer 
and Pfeiffer [18] found complete miscibility between C-Pr2C>3 (of = 5.576Å) 
and C-Tb2C>3 (of = 5.365 Å). However, it is highly probable that C-Pr203 is 
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thermodynamically unstable, relative to A-Pr2()3, even at room temper­
ature.

Honig, Clifford and Faeth [43] pointed out that the distinct phases 
PrnO2n-2 (n = 4, 5, 6, 7, 9, 10, 11, 12) have been observed.

Terbium oxides TbOx exist in a surprising number of distinct phases [5]. 
The C-type Tb2C>3 has of = 5.364 Å. Tb?Oi2 is a rhombohedral phase, 
closely related to fluorite with uf = 5.319 Å and the rhombohedral unit cell 
having the volume and systematically lacking one out of every seven 
oxygen atoms. When treated with oxygen, Tbi-812 is obtained, presumably 
a triclinic structure Tbi6O29, and again, on a powder diagram, the fluorite 
lines are very conspicuous, but are separated in narrow doublets or triplets, 
much in the same way as non-cubic perovskites. It is more difficult to 
approach TbO2 than PrO2; TbOi.95 was reported [5] as a fluorite with of = 
5.220 Å. Recently, Brauer and Pfeiffer [19] have succeeded in making 
stoichiometric TbO2. This compound is dark red and not black as the inter­
mediate phases. Chase [24] studied the mixed oxide YßUOi2 containing 
U(VI); it is isostructural with Tb70i2. In this connection, it may be men­
tioned that Chang and Phillips [21] reported LaeWOi2 (2of = 11.18 Å) and 
Sm6WOi2 (2uf = 10.80 Å) as disordered pyrochlores.

We found, as expected, that purple Tbo-ooiTho 999Ö2 has a value of ay = 
5.59 Å which cannot be distinguished from that of ThO2 made under the 
same conditions. As discussed in chapter 7, we believe that this material 
contains discrete Tb(IV)Os chromophores. Actually, Baker et al. [6] studied 
the electron spin resonance, finding a value for the gyromagnetic factor 
g = 2.0146 surprisingly different from that theoretically calculated for a free 
Tb+4 ion in the groundstate 8S?/2 of the configuration 4P, viz. 1.9889. The 
opposite sign of the deviation from the Schwinger value for the free electron 
is ascribed to effects of covalent bonding, which are more pronounced in the 
strongly oxidizing Tb(IV) than in the isoelectronic Gd(III) and Eu(II). 
Our black Tbo osTho 9öO2 and Tbo.1Tho.9O2 have ap = 5.585 and 5.57 Å, 
respectively. At higher terbium concentrations, some Tb(III) seems to be 
formed [68],

Pro o5Tho-9ö02 was found to have of = 5.59 Å and Pro iTho 9O2 5.57 Å. 
An attempt to make Pr2Tli40ii by ignition of the co-precipitated hydroxides 
at 1000°C produced a black material with öf = 5.56 Å. This must contain 
both Pr(III) and Pr(IV) since reduction produces a grey colour and uf = 
5.595 Å. Nd(III) is known to expand ThO2 [68].

The pronounced stability of the ThO2 lattice would not be predicted by 
somebody concentrating his attention on the vacancies surrounded by eight
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oxygen atoms. Willis [130] has shown by neutron diffraction of TI1O2 and 
UO2 that the oxygen atoms vibrate more strongly than the metal atoms, 
and as temperature rises (towards 1100° C), the oxygen atoms tend to be 
displaced towards these large interstitial holes (which have always been 
made responsible for the ionic conductance of doped Z1O2 at higher tem­
perature [93]). There is little doubt that disordered UO2+X actually contain 
excess oxygen atoms at these very interstitial sites, and that O9 clusters hence 
are formed. Aurivillius and Lundqvist [4] showed that BiF3 has the 
orthorhombic YF3 structure whereas BiOoiF28 is tysonite (LaFs) which has 
recently been shown by Mansmann [87] to contain very distorted chromo­
phores La(III)Fn (or perhaps rather La(III)Fg, since two of the La-F 
distances are very long). Whereas BiOF and BiOCl are of the tetragonal 
PbFCl type [4] a cubic phase with of = 5.84 Å was found, which is cited [87] 
as Bi4C>2F8 having ten rather than eight anions in each fluorite unit cell. 
All our disordered fluorites have anion deficit rather than anion excess; 
but it is worth remembering that both alternatives are possible. We have 
not studied the mixed oxide-fluorides of compositions such as LaOo-ößFi-ss 
[79], ß-YOF [46] and ThOißFo-s [28] which are fluorites, frequently with 
anion excess. Similar pure fluorides are known*,  e. g. NaCaCdYFs [48] and 
hightemperature forms of NaYF4 and Na5YgF32 [124]. One would expect 
such compounds to be more numerous, because the conditions for forming 
fluorites (and their superstructures and disordered phases) obviously are 
appropriate stoichiometry combined with sufficiently large ionic radii and 
oxidation states of the metallic atoms relative to the anions. This is also why 
only oxide and fluoride are normally found. Lanthanum(III) is one of the 
few central atoms which is nearly too large forming fluorites as can be seen 
from the persistence of A-La2C>3. At this point, it is interesting that the 5f 
group dioxides PaO2, UO2, NpC>2, PuO2, AmOä and Cmth are particularly 
stable, supporting Goldschmidt’s ideas of “thorides”.

Niobium(V) and tantalum(V) are too small to participate in disordered 
fluorites and favour pyrochlore formation. In the cases of LaNbC>4, LaTaC>4, 
DyNbCU and DyTaC>4, monoclinic fergusonites containing isolated groups 
Nb(V)C>4 and Ta(V)O4 are even formed [107 a]. Smaller quadrivalent metals 
such as Tc(IV) [92b], Ru(IV) and Ir(IV) [92 a] form pyrochlores A2B2O7 
with the lanthanides. On the other hand, protactinium(V) is the only quin- 
quevalent metal to form disordered fluorites. Keller [77 a] described 
Mo.5Pao.5O2 of fifteen rare earths, having ay ranging from 5.525 Å for M = La

* Thus, Zintl and Udgård [134] reported miscibilities extending approximately to YCa2F7, 
LaSr2F7 and ThCa3F10.

Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 15. 2
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to 5.322 Å for M = Lu (and 5.257 Å for M = Sc). The value of up of eq. (1) 
thus obtained is 5.325 Å for Pa(V) somewhat smaller than the observed 
value 5.505 Å for PaC>2. Kellek [77a] also found a considerable miscibility 
with M2O3, arriving e. g. at a? = 5.53 Å for Ndo vsPao 25O187•

7. Optical Electronegativity of Praseodymium (IV) and Terbium (IV)

Most intense absorption bands of d group complexes can be ascribed to 
electron transfer from filled molecular orbitals (M. O.) mainly localized on 
the ligands to the empty or partly filled d shell [57, 60, 63, 72], „Inverted” 
electron transfer from the partly or completely filled d shell to low-lying, 
empty M. O. on the ligands is only common when the ligands are con­
jugated, carbon-containing molecules [129, 59, 67]. Electron transfer spectra 
caused by the transfer of electrons from filled M. O. to the 4f shell were 
difficult to observe, but were identified in solutions of bromide and dialkyl - 
dithiocarbamate complexes in ethanol [58] and in aqueous sulphate and 
ethanolic chloride solutions [7]. It is possible to define [60] optical electro­
negativities .rOpt for the central atom M and the ligand X, where the values 
for X:

F- 3.9 H2O 3.5 SO4—3.2 Cl-3.0 Br" 2.8 1-2.5 (2) 

agree with the values normally accepted on Pauling’s scale, and where the 
central atom values for rrOpt are corrected for spin-pairing energy in the 
partly filled shell. However, for our purposes, it is more convenient to 
consider the uncorrected electronegativities x'uncorr for the central atom, 
which are defined from the wavenumber a of the first electron transfer band :

a = [æopt(X) - ,TunCorr(M)]-30000 cm-1 (3)

Table 3 gives the values obtained for trivalent lanthanides.
The octahedral hexachloride and hexabromide complexes MXö-3, which 

are only stable in solvents such as acetonitrile [111] give values for .runcorr 
some 0.1 to 0.2 units higher. This may be ascribed to the smaller M-X 
distances for TV = 6, which seem to be further decreased in such solvents 
[61 ] besides the grouptheoretical fact that the highest filled M. O. in octahedral 
hexahalides have four angular node-planes (like g-orbitals) and are de­
stabilized by ligand-ligand anti-bonding effects. Similar effects were found 
in the 5f by Ryan and one of the writers [110] studying U(IV), Np(IV) and 
Pu(IV) hexahalides. In aqueous solution, æuncorr is somewhat smaller; and in
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Table 3.
Uncorrected optical electronegativities xuncorr(M) for trivalent lanthanides.

Electron configuration Sm(III)
4f6

Eu(III)
4f6

Tm(III)
4f!2

Yb(III)
4fl3 Ref.

MC1++ in ethanol........ 1.48 1.79 __ 1.63 7
MC16-3............................. 1.56 1.89 — 1.78 111
MBr++ in ethanol........ 1.46 1.76 1.32 1.62 58
MBr,“3........................... 1.63 1.98 1.51 1.83 111
MSO4+ in water............ 1.60 1.81 1.72 7
M(H2O),+3.................... — 1.73 — ~1.53 65

uranyl complexes the situation is rather extreme [71]. In such anisotropic 
complexes, the ligands in the equatorial plane of UO2X4 or UO2X6 have 
so large distances U-X that the apparent æuncorr of U(VI) seems to be 1.8. 
The analogous anisotropic neptunyl complexes indicate 2.1 for Np(VI). 
These values can be compared with æuncorr = 2.6 for Np(VI) in NpFß [121] 
and 2.85 for Pu(VI) in PuFß [120]. It is possible to extrapolate xUncorr = 2.3 
for U(VI) in UFß, though this means that this compound should have no 
electron transfer band before 48000 cm-1 [71, 75 a].

It is now known from the spectra of CeClß and CeBig [111] that 
•Euncorr = 2.1-2.15 for Ce(IV). Previously, we measured the spectrum of the 
tetrakis-acetylacetonate Ce aca4. This redbrown complex is chemically very 
unstable [51] but its crystal structure has recently been determined [90]. 
We find a shoulder at 21000 cm-1 (e ~ 700) in the absorption spectrum. 
Since the ligand aca~ is known [59] to have .Topt = 2.7, this suggests .rUncorr = 
2.0 for Ce(IV) in the chromophore Ce(IV)Os.

Oxide is nearly the only ligand for which it has not been possible to 
establish a well-defined .rOpt [60]. In the d group complexes, the main reason 
is the very strong %-anti-bonding effect on the partly filled d shell. This 
effect should be of minor importance in the 4f and 5f groups; but it is 
difficult to establish the value in a highly anisotropic complex such as 
UO2++. If æuncorr = 2.3 for U(VI), .ropt = 3.1 for O—. A more direct deter­
mination comes from Eu(III) in Y2O3 having an electron transfer band 
[12a, 22, 70] near 41000 cm-1. Since most other Eu(III) compounds show 
æuncorr = 1-8, this would mean .ropt = 3.15 for O . This value can be ex­
pected to vary with the circumstances; thus, the maximum in the excitation 
spectrum [108] of fluorescence of Eu(III) has lower wavenumbers in Gd203 
(38600 cm-1) and La2O3 (33600 cm-1) suggesting a?Opt = 3.1 and 3.0, re­
spectively. Cf. also the recent studies by Blasse and Bril [12b].

2*
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The variation of x’uncorr as a function of the number q of electrons in 
the partly filled shell 4f^ is explained by a theory [58] taking into account 
the variation -q(E'-A) of the relative one-electron energies, as well as the 
spin-pairing energy contributing to the electron transfer 4f(* -> (M. O.)_14f(i+1:

0 < q â 6: - 8q D/13

13 > q 7: (8 D) - 8q D/13

where the spin-pairing energy parameter D corresponds to (9E1/8) in terms 
of Racah’s parameters of interelectronic repulsion [104], To this approxima­
tion, equ. (4) represents two parallel line segments jumping 8D at the half­
filled shell 4f7. If other effects of interelectronic repulsion and first-order 
relativistic effects (spin-orbit coupling) are included [58, 110] the result is 
a decrease of the wavenumbers of the first electron transfer band from f° to f2, 
a roughly invariant wavenumber f2 to f4, a decrease from f4 to f6, a steep 
increase from f6 to f7, and the zigzag curve is essentially repeated in the 
second half, f7+k being comparable to fk. The relative order of Tuncorr found 
for trivalent lanthanides agrees with this theory f6 > f13 > f5 > f12 > . . . 
Barnes and Pincott [9] have recently pointed out that the difference between 
Eu(III) and Yb(III) complexes varies to some extent in solids. This difference 
is according to our theory [58, 110]:

o’Yb(iii) - o’Eu(iii) = -7(E-A) + f|D + 4 C« (Yb) -2^41 (Eu). (5)

The observed value is roughly 5800 cm-1 for the aqua ions [65] and 4000 cm-1 
for most complexes in solution. In the cyclopentadienides [97] M(C5Hg)3 it 
is only —500 cm-1. Since D is a parameter of interelectronic repulsion, and 
since we know from the nephelauxetic effect to be discussed in chapter 8 
that such parameters vary less than 6 percent in complexes, we can maintain 
a nearly constant value of I) = 6500 cm-1 and ascribe the observed variation 
of equ. (5) to the (theoretically not very accessible) quantity (E-A) increasing 
from 2800 cm-1 for the aqua ions to 3700 cm-1 for the cyclopentadienides. 
For comparison, it may be mentioned that (E-A) = 6000 cm-1 for 4d and 5d 
group hexahalide complexes [60, 72].

The wavenumber difference between the 4f7-system Tb(IV) and the 
4f-system Pr(IV) should be

ffTb(iV) - o-pr(iv) = -6(E-A) + D+9E3 - f ?4f (Tb) + t4f (Pr). (6)

Figure 1 shows the reflection spectra of very dilute solid solutions of Pr(IV) 
(having a pronounced shoulder at 18500 cm-1 and a maximum at 24300 cm-1)



Nr. 15 21

Figure 1. Reflection spectra of thorium and yttrium oxides containing minute amounts of 
praseodymium (IV) and terbium (IV). The optical density “D” = log10(I0/I) refers to the white 
reference material producing the light intensity Io and the compound I, and is given as a function 

of the wavenumber in the unit 1000 cm-1.

and Tb(IV) in ThO? (band at 20300 cm-1). The wavenumber difference of 
equ. (6) is 1800 cm-1. It is not certain what are exactly the size of the para­
meters of spherical symmetry in quadrivalent as in trivalent lanthanides. 
At one side, it is nearly certain that gaseous M+4 would have D and Racah’s 
E3 some 20°/0 larger than M+3, but on the other hand, the nephelauxetic 
effect [110] is expected to be more pronounced in M(IV) than in M(III). 
Reasonable values seem to be D = 7500 cm-1 and E3 = 670 cm-1. Hence, 
(E-A) = 5700 cm-1.

If Xopt = 3.2 for oxide in TI1O2, Tuncorr turns out to be 2.6 for Pr(IV) and 
2.55 for Tb(IV). Hence, one would expect Ce(IV) to have the first electron 
transfer band at 35000 cm-1 (æuncorr = 2.05) quite in agreement with the 
very pale, lemon-yellow colour of pure CeO2. Our results are also compatible 
with the only other evidence available for quadrivalent lanthanides. Profes­
sors L. B. Asprey and R. Hoppe were so kind as to inform one of the 
writers that CsaNdF? and Cs3ÜyF7 are orange compounds [2] both having 
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electron transfer bands at 26000 cm-1, i. e. æuncorr = 3.05. Our theory gives

tfDy(iv) - <7Nd(iv) = -6(E-A) + ff D+3E3 - Cif (Dy)+£ Uf (Nd) (7) 

which is -1500 cm-1 with our parameters, in satisfactory agreement with 
experience. A corollary of this result is that if Nd(IV) or Dy(IV) could be 
prepared in ThO2, the first electron transfer band would occur already 
about 5000 cm-1. This suggests that these two species cannot be prepared; 
though there is no absolute rule for how small a wavenumber the first 
electron transfer band can have in a stable species, there is not at present 
known any case below 9350 cm-1 in Osh— [64].

The absorption bands of the oxides on Figure 1 are relatively broad. 
Pr(IV) shows two transitions having the distance 5800 enr1 which is quite 
intelligible because the excited configuration (M. O.)_14f2have many adjacent 
energy levels. The situation is different in 4f6 systems such as Eu(III) or 4f13 
systems such as Yb(III), where the two or three absorption bands observed 
[58, 97] must correspond to M. O. of differing energy.

We have disproved the hypothesis that the strong colours in ThO2 
necessarily indicate mixed oxidation states Pr(III, IV) and Tb(III, IV). The 
coherent description by the theory makes it highly probable that the colours 
are caused by monomeric Pr(IV)Og and Tb(IV)Og chromophores, and any­
how, one would have predicted the band positions observed. This does not 
exclude, of course, that genuine mixed-oxidation state colours are observed 
in CeOx and CexUi-xO2. It is not quite clear whether the dark blue colour 
in the second case is induced by the presence of Ce(111, IV) [simultaneously 
with U(IV, V)] or due to actual electron transfer from U(IV) to Ce(IV) 
comparable to the electron transfer from Ag(I) and T1(I) to species such as 
OsCle and IrCE [63]. The prussian blue type compounds such as 
K[FeII(CN)sFe111] arc electronically ordered according to Robin [107] (cf. 
also Shriver [117] and Braterman [13a]). Anderson [1] discussed the 
interesting question whether the many distinct phases in the systems CeOx, 
PrOx and TbOx when brought to equilibrium at an appropriately low 
temperature, in contrast to the disordered fluorite structure of many mixed 
oxides containing tri- and quadrivalent metals, is not due to the fact that 
in the former cases, the complicated ordering is accompanied by electronic 
ordering of the same element, whereas in the second case, the metal atoms 
need to interchange their positions by diffusion; and it is known that this 
diffusion (as contrasted to that of oxide ions in deficient structures) needs 
a very high activation energy. Cf. also the review by Brauer [19a].
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Wc discussed above the somewhat varying colours of Pr(IV) and Tb(IV) 
in different oxides. The pink to chamois colour of Pr(IV) in CeO2 corresponds, 
according to preliminary measurements, to an almost linear increase of the 
optical density (as a function of wavelength) between 1500Ü and 18000 cm-1 
with a very broad shoulder at 20500 cm-1, and a strong cut-off of the CeO2 
matrix above 28000 cm-1. Figure 1 gives the reflection spectra of the orange 
Pro■ oosY0 99501-502 having a weakly pronounced shoulder at 21300 cm-1 and 
a broad maximum at 29800 cm-1, and of the orange Tb0-005Y0.995O1.502 
having a broad band at 27400 cm-1. Hence, Y2O3 seems to be less reducing 
than ThO2. If the values of æuncorr = 2.6 for Pr(IV) and 2.55 for Tb(IV) 
are maintained, the first band of each sample indicate .rOpt = 3.3 and 3.45, 
respectively, for the oxide ligands. It might seem more consistent to retain 
.ropt = 3.2 for oxide found from the absorption spectrum of Eu(III) in Y2O3 
and if the main maxima are then considered, æuncorr would be 2.2 for Pr(IV) 
and 2.3 for Tb(IV). However, this choice does not seem to be realistic. The 
low value for Pr(IV) would not interpolate satisfactorily between the values 
for Ce(IV) and Nd(IV) discussed above. Actually, one of the difficulties 
with these very broad absorption bands (which is accentuated in reflection 
spectra, relative to transmission spectra of liquid solutions) is that the 
position of the first electronic transition is not easily detected. The low 
symmetry of the two sites in Y2O3 may contribute to a superposition of 
closely adjacent bands.

It would be interesting to compare the spectra of dilute solutions of 
Pu(IV), Am(IV), Cm(IV), Bk(IV) and Cf(IV) in ThO2, though, in the case 
of the highly radioactive isotopes, one would have to be careful with colour 
centres induced by radiation damage. Our results once more stress the 
profound difference between the 4f and the 5f groups [26, 40, 71, 77]. The 
values 2.6 and 2.55 found for a-Uncorr of Pr(IV) and Tb(IV) can be compared 
to the values 0.9 and 0.4 extrapolated [58] for the isoelectronic species 
Ge(III) and Gd(IlI) or to 1.1 and 0.8 for the lower oxidation states Pr(III) 
and Tb(III) of the same elements. In other words, æuneorr increases more 
[71] than 1.5 unit when going from M(III) to M(IV) in the 4f group. On 
the other hand, the values (found for hexahalide complexes) Np(VI) 2.6; 
Pu(VI) 2.85; Np(IV) 1.9; and Pu(IV) 2.1 indicate half the effect when 
going from M(IV) to M(VI) in the 5f group, changing the oxidation numbers 
by two units. In the 4d and 5d groups, the variation of the optical electro­
negativities as a function of the oxidation state is roughly the same as in 
the 5f group. This variation, and related problems are discussed in a recent 
review [75 a].
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8. Internal f Transitions; the Nephelauxetic Effect and Intensities

Whereas the transitions 4f -> 5d correspond to rather broad and electron 
transfer (filled M. O.) -> 4f to even broader absorption bands, the internal 
transitions in the configuration 4^ correspond to groups of very narrow 
bands or absorption lines. Each such group normally represents one excited 
J-level of the corresponding gaseous ion M+3 in spherical symmetry, and the 
finestructure of the groups has been studied very extensively [54, 77, 132]. 
Originally, ligand field theory was applied in the form of Bethe’s electro­
static model [41] but an alternative is the angular overlap model considering 
weak a- and jr-anti-bonding effects on the partly filled d or f shell [66, 74, 116].

However, there is another experimental fact about the 4f group com­
pounds M(III) which has attracted relatively less attention. The nephelauxetic 
effect (the “cloud-expanding” effect according to a Greek word kindly sug­
gested by Professor K. Barr) that the parameters of interelectronic repulsion 
are smaller in complexes than in the corresponding gaseous ions is quite 
conspicuous in the 3d, 4d and 5d groups [114, 62, 76]. In the 4f group, 
the nephelauxetic effect has been recognized early as a shift of the narrow 
absorption bands towards smaller wavenumbers in the relatively more 
covalent compounds, the least covalent being the fluorides and the aqua ions. 
Waegner [125] noted that the line groups of blue Nd203 have slightly lower 
wavenumbers than other pink Nd(III) compounds, and Joye [52] made 
similar observations on NdaS3 and anhydrous NdGh. Hofmann and Kirm- 
reuther [42] found a red-shift in Er203 compared to other Er(III) com­
pounds and invoked Stark’s valency hypothesis assuming loosened (“ge­
lockertes”) valency electrons (this remark was made three years before 
N. Bohr’s explanation of the hydrogen spectrum). Ephraim and Bloch [29] 
made more systematic studies of the red-shift in Pr(III) and Nd(III) com­
pounds and established the variation F- > H2O > Cl- > Br- > I“. These 
authors suggested that the electronic orbits are contracted in highly electro­
valent salts and expanded in covalent compounds. They suggested electron 
jumps between orbits of different radii, whereas we consider energy dif­
ferences due to differing interelectronic repulsion, the groundstate having the 
lowest average value of the reciprocal interelectronic distance <l/i’i2>; the 
excited levels of 4f<i have essentially the same average radius <r> of the 
partly filled shell as the groundstate. We can only retain the second half of 
Ephraim and Bloch’s explanation, viz. the expansion, though it was first 
in 1965 Sugar [122] reported the energy levels belonging to 4f2 of gaseous 
pr+3 showing that even the Pr(III) aqua ion has a red-shift amounting to
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some 4 percent. That the expansion is relatively the most pronounced in 
compounds of the most reducing anions is quite expected; but Ephraim [30] 
found that Pi^Oß is unexpectedly covalent on this basis, even more than 
anhydrous Prig. Similar effects have been found in d group compounds 
such as Ci'203 [115] and in 4f group oxides studied by Boulanger [13] and 
us [68, 70]. This is particularly striking when compared to the less pro­
nounced nephelauxetic effect of oxygen-containing ligands in aqueous 
solution [13, 56]. On the other hand, solid sulphides, which are expected 
to be even more covalent, only show a nephelauxetic effect slightly stronger 
than the oxides [73]. Ephraim, Jantsch and Zapata [31] noted that most 
Er(IlI) compounds show far weaker red-shifts than the analogous Pr(III), 
Nd(III) and Sm(III) compounds, and in a few cases, small blue-shifts are 
actually observed [56]. This anomaly can be explained by the term du in 
equ. (8). Today, there is no doubt that the nephelauxetic effect occurs for 
all the lanthanides, though it is more pronounced in the beginning of the 
4f group than for the later members such as Ho(III), Er(III) and Tm(III).

We proposed a linear relation [68, 70]:

^compound —’ °aqua = d<7 — (d^)o’aqua (8)

where the difference between the wavenumbers of the baricenters (ideally 
of the sub-levels weighted with their degeneracy number; in actual practice 
frequently, the centers of intensity distribution) of the J-levels of the com­
pound considered and of the aqua ions (which have now been studied in 
M(H2O)9(C2H5SC>4)3 at liquid helium temperature) is equalled the relative 
stabilization do- of the ground J-level of the compound (again compared 
with the lowest sub-level of the aqua ion) minus the relative nephelauxetic 
effect (d/3)o-aqua- There are several reasons why the linear relation (8) is not 
absolutely valid*.  A closer analysis [119] of the wavenumber differences

♦ Recently, Chang [23a] determined the actual positions of the baricenters of eighteen 
J-levels of Nd(III) in Y2O3. When compared with the baricenters of Nd(H2O)9+8 [36a], dß = 

2.4% is obtained. By the same token, Kisliuk, Krupke and Gruber [78] determined sixteen 
J-baricenters for Er(III) in Y2O3. When compared to Er(H2O)9+3, dß turns out to be 0.9°/0. 
These two values are somewhat smaller than the parameters of equ. 8 (dß = 3.2% and da = 
150 cm-1 for C-type Ndø.gYbo.gOx.j; d/3=1.6% and der = 200 cm-1 for Er2O3 [70]). This dis­
crepancy is mainly caused by the negligible variation of the Landé parameter (the decrease 
relative to the aqua ions is 0.3% for Nd(III) in Y2O3) whereas the parameters of interelectronic 
repulsion E1 and E3 decrease 4.4 and 3.1 %, respectively. The absolute values of d<r would 
be calculated from the baricenters (276-210) = 66 cm-1 for Nd(III) and (203-147) = 56 cm-1 
for Er(III). The differences between these quantities and the values for da previously determined 
have the same order of magnitude as y C4f(Nd) dß = 100 cm-1 and 3 ^4f(Er) dß = 150 cm-1 which 
would represent the first-order effect of the Landé parameter not being influenced by the ne­
phelauxetic effect.

It is excluded that the variable extent of the shift of the excited levels is caused by dispersion 
Mat.Fys.Medd.Dan.Vid.Selsk. 35, no. 15. 3 
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between gaseous Pr+3 and Pr(111 ) in LaCl3 shows that the parameters of 
interelectronic repulsion, and in particular Racah’s E3, are decreased more 
than twice as much than the Landé parameter ^4f- If the nephelauxetic 
effect was due to delocalization of weakly anti-bonding M. O. [66] one would 
expect Ek to decrease twice as much as ^4f. Empirically, one finds that 
certain levels, such as 5Do and 5Di of Eu(III), or 2Hh/2 of Nd(III) and 
Er(III), move much less than predicted by equ. (8) for the value of dß 
satisfactorily describing the red-shift of most of the other band groups.

Barnes [8] performed a statistical analysis of the validity of equ. (8) 
and concluded that it was not possible to ascribe physical significance to 
the parameter der obtained, and that only in the case of a few oxides (Nd2O3 
dß = 3.4 ± 1.3°/0, Er2O3 dß = 1.4 ± 0.6°/0) it is possible to assign positive 
values of dß at the confidence level 0.95. We do not agree that this statistical 
analysis indicates all the relevant aspects. If one draws best straight lines 
according to equ. (8) at two different occasions through the same set of 
experimental data, one normally has a scattering of 50 cur1 in de and 0.2 °/0 
in dß. It may be that the confidence level 0.95 does not represent this feature 
well, and in particular, the scattering of the “misbehaving” points may not 
at all correspond to a Gaussian error-curve. In the extreme case of half of 
the points being on a straight line and half being widely scattered, one would 
recognize the straight line very readily with a transparent rule. However, 
it is of course worthwhile to devote some statistical analysis to such problems.

Dr. Romano Pappalardo took spectra at liquid nitrogen temperature (or 
more exactly, at 100°K) of our Mo^Zro-sOi-g under conditions similar to those 
previously used [68]. Surprisingly enough, these highly compressed lattices 
generally show a less pronounced nephelauxetic effect than the oxides M2O3. 
In order to obtain a more reliable comparison, we plotted <rmixed oxide- 
°oxide according to equ. (8) and obtained the values of du and dß (relative 
to aqua ions) given in Table 4. A list of baricenters of Nd(III), Ho(III), 
Er(lll) and Tm(III) compounds are given in Table 5.

It had previously been noted [70] that pyrochlores MTiO3-5 had a less 
pronounced nephelauxetic effect than our disordered fluorites MZrO3-5. 
If it is argued that the extraordinary large nephelauxetic effect of oxides is 
mainly connected with short M-0 distances [66], this phenomenon can be 
rationalized. One would expect four types of M sites in our mixed oxides: 

effects dependent on the transition dipole moments. However, the experimental fact that the 
nephelauxetic effect is more pronounced for transitions in the visible than in the infra-red might 
be connected with second-order perturbations from continuum levels at high wavenumbers, 
though a more predominant factor seems to be the importance of the rather invariant Landé 
parameter for transitions in the infra-red.
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cubic M(III)C>8; M(III)07 adjacent to one vacancy; M(III)()6 lacking a face­
diagonal like in the C-oxides; and M(III)O6 lacking a body-diagonal. Of 
these sites, the first and the last have centres of inversion. The importance 
of this situation was not realized until quite recently, when octahedral MXfi-3 
were prepared [111] and when Kisliuk, Krupke and Gruber [78] after a 
careful study of Er(III) in Y2O3 were not able to detect any absorption lines 
originating in that quarter of the erbium atoms being on sites possessing a 
centre of symmetry. (However, the corresponding weak vibronic structures 
have recently been reported [36c]). Though the grain size of the sample and 
the experimental apparatus used in ref. [70] do not allow an absolute 
comparison of band intensities, one has the definite impression that the 
pyrochlores containing M(III)O8 with centre of inversion have far weaker 
intensities than the disordered fluorites presumably containing a fair pro­
portion of M(III)O7. The reflection spectrum of the low-temperature form 
of LaYbO3 [70] is very similar to that of C-Yb2O3 suggesting that the local 
symmetry of the sites is the same M(III)O6 lacking a face-diagonal. The 
detailed structure of each ./-group is also strikingly similar in LaErO3 and 
a fairly compressed C-oxide such as ErInO3.

A marked difference between cubic M(III)O8 and the C-oxide site is the 
behaviour of the level 7Fi observed in fluorescence 5D0 -> 7Fi of Eu(III). 
In ThO2 [68], this level is not split, in accordance with the group-theoretical 
prediction for Oh, whereas in Y2O3 [23, 128] three sub-levels are observed 
199, 359 and 543 cm-1 above the groundstate 7F0. Our Euo^Zro-sOi-g fluores­
ced with red line emission. The strongest line (measured both at 4°K and 
78° K by Dr. Romano Pappalardo) occurs at 16930 cm-1 surrounded by 
weaker shoulders at 16875 and 17000 cm-1. Since the 5D0 -> 7Fo transition 
is observed as a very weak line at 17260 cm-1, this corresponds to three 
different 7Fi sub-levels at 260, 330 and 385 cm-1. Since the 7Fi level occurs 
at 320 cm-1 in Euo i4Tho-860i 93 [68], the 330 cm-1 sub-level may very well 
correspond to an essentially cubic Eu(III)O8 site in Euo^Zro sOi-g whereas 
the 260 and 385 cm-1 sub-levels, showing a smaller spreading than Eu(III) 
in Y2O3, corresponds to Eu(I1I)O7 involving only one vacancy. It is not 
understood why 7Fo and 7Fi have a so relatively small energy difference in 
cubic crystals, whereas it is 380 cm-1 for Eu(H2O)g+3 and Eu(III) in LaCl3. 
Our sample of Euo-2Zr0-8Oi.g shows weaker fluorescence lines at 16530 and 
16370 cm-1, corresponding to 7F2 sub-levels at 730 and 890 cm-1. This may 
be compared to the sub-level of symmetry type A identified [68] at 890 cm-1 
in ThO2. Linares [85 a] recently identified several sites for fluorescent 
Eu(III) in partly charge-compensated CeO2 and ThO2.

3*
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The reflection spectrum of Ybo^ZrosOig shows bands at 10300, 10360 
and 10480 cm-1, a shoulder about 10700 cm-1 and a broad asymmetric 
maximum at 10990 cm-1. Hence, the local symmetry deviates more from 
cubic than Ybo.5Zro.5O1.75 [70] having a relatively narrow band at 10280 cm-1 
and a very broad band at 10940 cm-1. With regard to band positions (though 
not to intensities), Ybo aZro-sOi g shows certain analogies with the pyrochlore 
Ybo.5Tio.5O1.75 [Figure 5 of ref. 70] containing chromophores Yb(III)O8 
compressed along a body-diagonal but retaining a centre of inversion. 
According to the principle of holohedrized symmetry in the angular overlap 
model [116] one would expect the sub-level energy differences to have a 
certain similarity with those of Yb(III)O7.

As discussed in chapter 1, the internuclear distances are re-distributed 
in pyrochlores such as ErTiO3-5 [80] in such a way that the six Ti-0 distances 
are much shorter than six of the eight Er-0 distances, the two remaining 
Er-0 distances being adapted to the cubic lattice parameter. In disordered 
fluorites such as Mo^Zro-sOig or Mo-5Zro.5O1.75, one might have expected that 
the decreasing values of ap by introducing the small Zr(IV) would decrease 
the distance M-0 and increase the nephelauxetic parameter dß. However, 
it is quite conceivable that the M(III)O7 chromophores mainly responsible 
for the band intensities observed have longer M-0 distances on the average 
than the Zr-O distances. ErClß-3 has dß = 1.2 °/0 [111] which is larger than 
0.9°/0 found for Er(III) in the six-coordinated YCI3 [105] and 0.3°/0 charac­
terizing Er(III) in nine-coordinated LaCH with much larger Er-Cl distances. 
Hence, one would expect that one of the rare cases wThere M(III)O6 would 
show a more pronounced nephelauxetic effect than in C-oxides might be 
the octahedral site of perovskites (c/'. Tables 4 and 5). This has not been 
satisfactorily detected until now; one reason may again be the comparatively 
low band intensities.

The concept of hypersensitive pseudoquadrupolar transitions [69] has 
been much discussed recently. It is beyond any doubt that those transitions 
(characterized by the selection rules J -> J - 2 and in Russell-Saunders 
coupling L -> L — 2 and S -> S) which would be relatively strong as electric 
quadrupole transitions are very sensitive to the nature of the adjacent ligands 
and frequently get very high intensities. In Judd’s parametrization [53] this 
corresponds to large matrix elements of the operator U(2>, and the pheno­
menon was further studied by Carnall, Fields and Wybourne [20] and 
Krupke and Gruber [81]. Recently, Judd [55] and Nieuwpoort and 
Blasse [95] discussed the influence of linear ligand-field contributions which 
are group-theoretically acceptable in low symmetries such as Cs,Cn and Cnv
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Table 4.
Nephelauxetic parameters from eq.(8) for mixed oxides and for various halide complexes.

der (cm-1) d^(°/o) Ref.

Nd(lII)LaCl3................................................. -60 0.6 70
NdClg-3......................................................... + 50 2.2 111
Nd2O3 (type A)............................................. + 200 3.6 70
Ndp.iLao.jOi.stA)......................................... + 200 3.4 70
NdYO3........................................................... + 250 3.5 70
Nd^Yb^O^tC)......................................... + 150 3.2 70
Ndø.iCeo.gOi. 95(F)......................................... +300 3.7 70
Nd0.14Th().86O1.93(F)..................................... + 150 3.3 68
Nd0.5Zr0.5O1.75(F)......................................... + 250 2.7 70
^d0.2Zr0,8O1.7B(F)......................................... + 100 1.6 —
BaNd2S4......................................................... + 250 4.2 73
Sm2O3 (type B)............................................. +200 2.3 70
Sm0.6Zr0.5O1.7B(F)......................................... +350 2.0 70
Sm0.2Zr0.8O1.9(F)........................................... + 200 1.5 —
Dy2O3(C)....................................................... + 500 1.8 70
Dyo.5Zro.501.75(F)......................................... + 500 2.0 70
Dyo.2Zr9.9Oj.9(F)........................................... + 500 1.9 70
HoClg“3......................................................... + 150 1.1 111
Ho2O3(C)............................................... + 450 2.5 70
Ho0.6Zr0.8O1.7B(F)......................................... + 500 2.3 70
HO9.9Zr9.jOj ,9(F)........................................... + 450 2.0 —
Er(III)LaCl3................................................. -30 0.3 70
Er(III)YCl3................................................... 0 0.9 105
ErClg-3........................................................... + 100 1.2 111
Er2O3(G)......................................................... + 200 1.6 70
Er0.sTi0.5O1.7B(P)........................................... + 250 1.3 70
Fr0.8Zr0.2O1.8(C)........................................... + 200 1.6 70
Fr0.BZr0.5O1.75(F) ......................................... +300 1.7 70
Fr9.2Zr0.8O1.9(F)........................................... +250 1.1 —

+ 250 1.9 70
Lao.^Ero.sgOj.g (perovskite)....................... + 200 1.7 —
La0.2Er0.3Zr0.5O1.7B(F)................................. + 250 1.6 —
TmClg-3......................................................... + 100 1.3 Ill
Tm2O3(C)....................................................... +300 1.5 —
Tm0.2Zr0.8O1.9(F)......................................... + 350 1.1 —
LaTmO3 (perovskite)................................... + 350 1.7 —

but previously were rejected with (invalid) arguments about energy minima 
for the position of the central atom. However, we feel that a somewhat 
more chemical explanation may be more appropriate. Our reasons are that
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Table 5.
Baricenters of excited J-levels evaluated from the reflection spectra of mixed oxides mea­
sured at 100°K. The absolute baricenters are known from aqua ions in salts such as 

M(H2O)9(C2H5SO4)3.

Nd(H2O)9+3 Nd2O3(A) Nd(III)Y2O3[23a] Nd0.2Zr0.8Oj,9

4Ijs/s............................... (5880) 5950 6160 5800
4F3/2................................. 11580 11190 11300 11420
4F6/2................................. 12620 12270 12300 12420
4F7/2................................. 13580 13250 13350 13420
4F 14840 14470 14630 14770
2h11/2.......................... 16030 15770 15840
4G8/2............................... 17330 16720 16970 17150
4G7/2............................... 19180 18600 18640 18940
4G„/,............................... 19630 19170 19330 19530
2P /*1/S..................................... 23400 22840 22910 23150

Ho(H2O)9+3 Ho2O3(G) 2^1*0.8  01.9

®i7................................... 5030 5230 5260
6IS................................... 8530 8800 8850
SI5................................... 11140 11340 11380
5F5................................... 15420 15500 15650
5s2,5f4....................... 18450 18550 18640
5F3................................... 20560 20530 20640
3K6,3Fj....................... 22250 22220 22270
«g6............................. 24030 23920 23980
6g4,3k,....................... 26100 25970 26040
5g6............................. 27740 27470 27620

(contd.)

Er(H2O)9+3 Er2O3(C) Er0.2Zr0.8Oj.9 La0.2Er0.3Zr0.5O1.75
(F)

LaErO3 
(G-similar)

Lao.45Ero.55Oj.5
(perovskite)

4Il»/2 • - ■ • (6650) 6640 6640 6680 6660 6580
4I4l/2 .... 10220 10250 10360 10310 10270 10270
4F(I)9/2 .. 12520 12480 12580 12580 12520 12480
4I(F)9/2 .. 15350 15290 15380 15340 15270 15280
4S3/2........ 18480 18210 18400 18350 18280 18300
2h11/2. ... 19230 19090 19270 19210 19120 19230
4f7/2....... 20600 20370 20530 20490 20410 20430
4F6/2........ 22270 22030 22220 22150 22050 22080
4F3/2........ 22610 22430 22680 22560 22510 22570
2H9/2 .... 24630 24540 24570 24540 24510 24540
4Gji/2 .... 26490 26280 26390 26350 26230 26390
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Table 5 (contd.)

Tm(H2O)9+3 Tm2O3(C)
Baricenters for

I m0.05^ 0.9sO1.5(36b)

(3H8 at 312 cm"1)
Tm0.2Zr0.8Oj.9

LaTtnOj
(perovskite)

3F(H)4................ 5810 5880 5960 5990 5990
3H- .................... 8230 8370 8400 8460 8260
3H(F)4................ 12560 12790 12810 12800 12800
3f3................... 14480 14590 14660 14700 14640
3F2....................... 15110 15210 15170 15270 (15200)
^4.................................... 21280 21460 21640 21550 21460
T>2....................... 27950 27740 27830 (27930) 27780

octahedral MXe,3 [111] and gaseous NdBr3 and Ndl3 [37] show extreme 
effects of hypersensitivity, and that, quite generally, conjugated ligands such 
as acetate and acetylacetonate have a strong effect. It is interesting that 
Krupke [82] in a quantitative study of the band intensities of M(III) in 
Y2O3 also determined considerably larger values of U(2) than for the aqua 
ions.

Several authors [127] have suggested a connection between the nephel- 
auxetic effect and the electric polarizabilities a of the ligands. In our opinion 
[62] this is a somewhat secondary connection, because reducing ligands of 
low electronegativity, favouring M. O. delocalization, also tend to have 
rather large a. One might have connected the large nephelauxetic effect of 
oxide with high values of a. It is worth noting that though oxide(-II) does 
not have a sharply defined value for a (which would be infinite for gaseous 
O—), using the cation polarizabilities determined by Tessman, Kahn and 
Shockley [123] consistently, one obtains a fairly moderate variation, a being 
1.1 Å3 for O(-II) in CIO4-, 1.3 Å3 for A12O3, 1.65 Å3 for MgO and 2.1 Å3 
for BaO [75]. Anyhow, the main reason for the high nephelauxetic effect 
in our oxides, relative to aqua ions, must be the short M-0 distances, as 
also discussed by Poole [101] for Cr(III) and by Keinen [106] for Co(II), 
Ni(II) and other d group mixed oxides.

It is a fascinating question to what extent our oxides are covalent. The 
nephelauxetic effect is less informative in a numerical sense in the 4f group, 
where the empty 5d and 6s orbitals must be responsible for a much larger 
proportion of the covalent bonding than the partly filled 4f shell, than 
would be the case in the d groups [62, 76]. A chemical argument would be 
the very slow dissolution of C-oxidcs and fluorite-type dioxides in aqueous 
mineral acids, though, of course, the very large Madelung energy might 
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contribute to this high activation energy. What is perhaps more striking is 
the occurrence of O9 clusters in UO2+X as discussed at the end of chapter 6. 
The electronic density of the anions seems indeed to be depleted to an extent 
where one rather would talk about oxygen atoms than oxide ions from the 
point of view of fractional atomic charges [76]. Since this M. O. delocalization 
is connected with empty, rather than partly fdled, central atom orbitals, we 
do not yet have sufficiently clear-cut physical methods to study the quantita­
tive extent of covalent bonding. However, the nephelauxetic effect on the 
4f shell indicates, at least indirectly, that the anhydrous halides arc relatively 
more electrovalent than the oxides.

9. Experimental Section

The mixed oxides were prepared by ignition of co-precipitated hydro­
xides as discussed previously [70]. 0.5M or 0.1 M lanthanide perchlorate 
solutions were prepared from 99.9 °/0 or better purity La203, Nd203, Sm2O3, 
E112O3, DV2O3, HO2O3, Er2C>3, T1112O3 and Yl>203 from American Potash 
(Lindsay Division, West Chicago) in a slight excess of 2M Merck p. a. HCIO4 
(diluted from 6O°/o). PrßOn and Tb?Oi2 from the same supplier can only 
be dissolved by prolonged boiling with more concentrated perchloric acid. 
1 M or 0.5 M zirconyl chloride (Fluka, Buchs, S. G., Switzerland) was 
dissolved in 2M HC1 and filtered from a small amount of white, insoluble 
material. 0.5 M aqueous thorium nitrate was made from American Potash 
code 103 and analyzed by gravimetry of TI1O2 formed by our technique. 
Appropriate amounts of such stock solutions (usually containing totally 
5 millimoles of metal) were mixed in beakers and diluted to 100 ml with 
demineralized water. Excess (1.5 times the stoichiometric amount, except 
when La is present, thrice the stoichiometric amount) Merck p. a. aqueous 
ammonia was rapidly added. Next day, the mixed hydroxides were washed 
thoroughly with water, and ignited in new porcelain crucibles, first over a 
Bunsen burner for a few minutes until nearly all water had left, and then 
in an electric furnace, usually at 1000°C for 1 hour. LaErOs was made 
under similar circumstances, whereas LaTmOs and LaYbOs were heated 
to 820°C for 1 hour. The subsequent transformation to orthorhombic perov­
skites took place by heating to 1200°C for 3 hours. Merck p. a. Bi203 was 
heated to 850° C for 30 minutes, pure or pre-mixed with Nd2Û3 or Er203 
as described in chapter 5. Lindsay Pr6On was heated gently with various 
reducing agents in order to study the formation of Pr(III) oxide (which 
turned out to be well-defined C-P12O3) at as low temperature as possible.
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Thus, boiling with 1-octanol (200° C) or heating the contents in a test-tube 
to about 300° C produced very pale yellow-green products.

Cerium(IV) acetylacetonate was, after unsuccessful attempts with 
(NH4)2Ce(NO3)6, made by shaking 2 millimoles of finely powdered, yellow 
[N(CH3)4]2CeC16 [58] for 30 minutes in a flask (protected against light) with 
a solution of 8 millimoles anhydrous N(C2H5)3 and 12 millimoles acetyl­
acetone in 50 ml 1,2-dichloroethane. The filtered red-brown solution shows 
molar extinction coefficients e at various wavelengths which decrease to the 
extent of some 2O°/o per hour.

The reflection spectra on Figure 1 were measured on the Beckman DU 
spectrophotometer. Y2O3 and BaSO4 were used as references for Y- and 
Th-oxides, respectively. The internal 4fMransitions given in Table 5 were 
measured at 100°K on the Cary 14 spectrophotometer with the reflection 
apparatus previously constructed by Dr. Romano Pappalardo [68].

The powder-diagrams were made with a Guinier-De Wolff camera 
(Enraf-Nonius, Delft) applying copper Ka-radiation. Silicon was used as 
internal standard; the three strongest lines at d = 3.135, 1.920 and 1.637 Å 
were invariantly found on the reading scale at 1.05 °/0 lower d-values during 
the two years the measurements were performed. We did not attempt to 
determine lattice parameters better than one part per thousand; all our 
measurements were made at 20-30°C.
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1. Introduction

s first pointed out by Lindhard1), when a narrow beam of charged
XX particles enters a single crystal, the yield of nuclear reactions and 
scattering processes will have a minimum when a low index crystal axis 
is parallel to the beam direction. Looking at the crystal in the direction of 
the axis, one could imagine (with high! magnification) to see the end of the 
“strings” on which the atoms are sitting like pearls, and between the strings 
would be empty channels. Rather, the channels would not be completely 
empty; only the nuclei and some of the inner atomic electrons are located 
in or near the strings, whereas the outermost electrons may also be found 
in the channels. One could further imagine that, if charged particles were 
shot into the crystal in a direction almost exactly parallel to the strings, 
only nuclei in the front layer could be hit and the particles having passed 
this layer would travel along the channels without striking the nuclei. Such 
“channelling” effects may be present if the angle ip between the beam direc­
tion and the axis is very small. However, Lindhard has shown that even 
when particles have much larger ^-values, for which no proper channelling 
takes place, the Coulomb fields around the nuclei in a string prevent the 
particles from striking the nuclei, provided only that ip is smaller than a 
certain critical angle ipr. In fact, the particles cannot even come close enough 
to the nuclei to undergo large angle Coulomb scattering.

ipx is given approximately by 

where Zi and Zz are the charge numbers of the projectile and the target 
nucleus, respectively, e is the electronic charge, E the C.M. energy, and d 
the distance between neighbouring atoms in a string. For an incoming 
particle beam having an angular width smaller than ip1 one observes, by 
varying the crystal orientation, a minimum in the yield of nuclear reac­
tions when the beam direction coincides with the string direction. This was

1*  
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first demonstrated by Bøgh, Davies and Nielsen2), who studied the yield 
of the resonant (p,y) reaction in aluminum using protons with a kinetic 
energy slightly higher than the 411 keV resonance. In the (1, 1, 1) direction 
they found a decrease in the y-yield to about 20% of the normal value, the 
angular half width of the dip being in rough agreement with (1).

2. Experimental apparatus

The arrangement is shown in lig. 1. Part of the analyzed beam from
the Copenhagen cyclotron was passed through two lead stops, Pbl with a
2 mm diameter hole and Pb2 with a 1 mm diameter hole. The two dia­
phragms were 420 mm apart, and thus the transmitted beam had an angular 
half width of 0.0036 radians or O.°2. A small piece of a Bi single crystal,
about 3 mm thick, was glued to a hollow copper cylinder C and placed 
close to the axis of the scattering chamber. The crystal was made by cleaving 
a larger single crystal cooled to liquid air temperature; the surface was 
parallel to the trigonal plane, as was found by X-ray analysis. The copper 
cylinder was supported by an insulating teflon holder D screwed to the 
brass ring E. To increase the heat insulation of the copper cylinder the 
two axles F (only one shown in the figure) were thin-walled stainless steel

It was the purpose of the present experiments to investigate whether the 
string effect could be observed also in the elastic scattering with higher 
energy particles such as could be obtained from our cyclotron, and further­
more to look for a possible temperature effect.

Studies of the string effect have meanwhile been continued in Aarhus3) 
and elsewhere. Dips in yield of y-radiation and in Rutherford scattered 
particles have been observed not only for string directions, but smaller dips 
also when the beam is parallel to a plane in the crystal. For higher energy 
particles the effect has been observed with 1-2 MeV protons at the Van 
de Graaff of this Institute and with naturally occurring a-particles in Stock­
holm4 *).

Particles moving parallel to string directions will tend to move at some 
distance from the nuclei, hence where the electron density is relatively 
low. Such particles will therefore have a longer range than particles moving 
at some angle with the crystal axis, an effect which was observed by Davies 
et al.5) long before Lindhard predicted the reduction in nuclear reaction 
yield. Even for particles which are predominantly stopped by electronic 
encounters, the specific energy loss will be smaller for string directions than 
normal, an effect which has also been directly observed6).
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Fig. 1. Upper figure: Vertical section through scattering chamber. Lower figure: To the left, 
horizontal section and, to the right, top view.

tubes. By rotating the axle Al the copper cylinder could be tilted about F, 
the connection being made through four gear wheelcs, only two of which 
are shown (G1 and G4). The setting of the axle Al was read on a duodial; 
one revolution = 160 divisions would produce a tilt of 12° of the copper 
cylinder. The axles F rotated in ball bearings and a spring S minimized 
the uncertainly in the tilling angle ß. The holders for the ball bearings were 
stiffly connected to the outer axle A2, the setting of which could be read 
with an accuracy of 0?2 on the scale a by means of the pointer P. Thus, the 
crystal could be rotated about a vertical axis (angle a) and a horizontal 
axis (angle ß). By holding a small lamp at I and looking at the light reflected 
from the end of the copper cylinder one could predetermine the setting 
where the crystal surface is perpendicular to the beam with an accuracy 
of about one degree.

The copper cylinder could be fdled with liquid nitrogen from a well- 
insulated reservoir (insulation not shown). The copper tubes K were thin 
(1.5 mm inner diameter) and long (each about 50 cm) in order not to impede 
the movements of the copper cylinder. A thin-walled stainless steel tube M
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served to avoid cooling the lucite lid L of the scattering chamber. A copper- 
constantan thermo-element (not shown) measured the temperature of the 
copper at 0.

The current to the copper cylinder was of the order of 10~9A. An in­
tegrating device determined the dose of a-particles or protons. The particles 
scattered at 150° were measured by a solid state counter T with an opening 
angle of 2-IO-3 steradians.

3. Results and discussion

In fig. 2 some proton spectra are shown. When the beam enters in a 
direction not coinciding with a string, the shape of the spectrum may be 
calculated. Neglecting finite energy resolution and straggling, N(E) should

be proportional to where E' is the energy of the protons just

before scattering, E is the energy of the protons when escaping from the 
dE

surface of the crystal, and — is the stopping power of the crystal for the 
dx

latter energy. Using the range-energy relations for Pb given by Williamson and 
Boujot7) we find that the average decrease in N(E) in the range from 3 to 
5 MeV is about 6 per cent per MeV, in agreement with the experimental 
curves.

N(E) is considerably smaller when the beam is parallel to the trigonal 
axis. This effect is more pronounced for the cooled target; not only is the 
difference larger for the cold than for the warm target, but the effect also 
extends to larger depths in the crystal (smaller E) in the former case. For 
the upper curves, 4 MeV (3 MeV) corresponds to protons scattered at a depth of 
17 ,/zm (32 /zm) ; thus, one channel roughly corresponds to one/zm. For the lower 
curves, the relation between energy and scattering depth is not the same 
(and not known), since the stopping power for protons moving parallel to 
the trigonal axis is smaller than the normal value. Neglecting this difference, 
we find roughly that the string effect decreases by a factor of two in 3 //m 
or in 10 /zm for the warm and the cold crystal, respectively. If the stopping 
power in the string direction has half the normal value these figures are 
reduced by about 25 per cent. However, it may be mentioned here that the 
reduced stopping power produces a change in the curve, which is not just 
a multiplication of the abscissae, but somewhat more complicated. For 
example, if a layer of the target were a perfect crystal, whereas for greater
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Fig. 2. Spectra of scattered protons, $ = 150°. a) Bi-crystal at room temperature, b) Crystal 
at liquid nitrogen temperature. The upper curves and full circles are obtained with the incoming 
beam a few degrees off the (1, 1, 1) direction; the lower curves and open circles are obtained 

when the beam coincides with the (1, 1, 1) direction (the trigonal axis).

depths the atoms were randomly arranged, then the two curves of fig. 2 a 
(or 2 b) would never meet, but show a “string effect” for any depth, simply 
because the particles having passed the crystalline layer in the string direc­
tion have the higher energy.

The curves in figs. 2 a and 2 b correspond to the same measured dose of 
incoming protons. The ordinates of the two upper curves should therefore 
be expected to be equal. The reason for the observed difference is unknown. 
One possible explanation may be that the changing of surface conditions 
gives rise to different amounts of secondary electrons from the target and, 
hence, influences the beam dose measurement. There does not seem to be 
any connection with the thickness of the surface layer of carbon and oxygen, 
since the corresponding two peaks in the proton spectrum, at energies about 
3.6 and 4 MeV, varied quite irregularly in intensity from day to day, whereas 
the yield difference between a cold and a warm target was reproducible.

Fig. 3 a shows the low scattering yield for protons entering the crystal 
in a direction close to the trigonal axis. When the beam coincides with the 
axis, the yield for the cold target is reduced to less than half the normal 
value. A decrease in yield, though smaller, was also observed when the beam 
was parallel to a low index plane of the crystal (see later). When the angle 
ß is kept constant at the proper value while the angle a is varied (open 
circles), the beam direction passes through the trigonal axis, but for all 
values of a the beam is nearly parallel to a (0, 1, 1) plane, and hence the 
yield is low also outside the dip. When gluing the crystal to the supporting 
copper cylinder we aimed at such a position that the a-axis should be paral­
lel to a (0, 1, 1) plane. Since we were off by some fraction of a degree, the
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Fig. 3. a) Yield of elastic scattering of 5 MeV protons as a function of the angle between the 
trigonal axis and the beam direction, for a Bi-crystal at liquid nitrogen temperature. Ordinates: 
Number of scattered particles in four energy channels (approximately the arrow marked chan­
nels in fig. 2 b) per 200 nCoulomb of incoming beam. Full drawn curve and full circles corre­
spond to tilting the crystal in the /^-direction, i.e., perpendicular to a (0, 1, 1) plane. Open circles 
correspond to a tilting in the a-direction, i.e., parallel to a (0, 1, 1) plane, b) Similar curves for 

20 MeV a-particles.

varying of a does not correspond exactly to travelling along the bottom of 
the (0, 1, 1) valley, but it corresponds to a path slantingly climbing the 
valley side and this accounts for the lack of symmetry indicated by the 
open points.

In fig. 3b, similar measurements for 20 MeV a-particles are shown. For 
a-particles the obtainable statistics is poor, and the attention was therefore 
focussed on the proton measurements.

For the full drawn curves, the angle a is kept constant and the varying 
of ß corresponds to moving perpendicularly to the (0, 1, 1) plane. As seen 
in the figure, the shape of the dip is nearly identical for a- and /3-tilling, 
apart from the difference in yield outside the dip. The half widths agree 
roughly with the theory; the full width at half minimum depth is about 
0°8 for protons and O.°6 for a-particles. Neglecting the finite half width 
(0?2) of the beam, we find for the measured half widths A of the dips 
A = 1.3 for both a-particles and protons, where ipx is given by (1).
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Fig. 4. Spectra of protons scattered 150° from a cold Bi-crystal with the beam coinciding with 
the trigonal axis (lower curve and open circles) and 2.°4 off this direction (upper curve and 
closed circles); scale of ordinates to the left of the axis. The variation in yield when tilting the 
crystal in the ^-direction, i. e., perpendicular to the (0, 1, 1) plane, is shown for several values 
of the depth of the scattering layer; in each case the number of protons in four energy channels, 
indicated in the figure, was counted for different /5-settings in the vicinity of the trigonal axis; 

scale of ordinate to the right of the axis.

Fig. 4 shows the result of another measurement which illustrates the 
declining of the string effect as the protons penetrate deeper into the crystal. 
Measuring the effect by the percentage decrease in cross section, we again 
find a reduction by a factor of two in roughly 10 /mi. However, the half 
width of the dip is constant, ~ 0?8, at least to depths greater than 20 /mi; 
only for the two last curves corresponding to depths of 30-40 /mi the half 
width may be slightly smaller.

Fig. 5 illustrates some planar effects. The curve to the right shows the 
variation in scattering yield when the crystal is tilted in such a way that the 
beam direction passes normally across a (1 1 0) plane. The three biggest 
dips correspond to traversing planes of the same order (1 1 0), but the two 
outer dips are wider than the middle one, because the outer planes are cros­
sed at angles of 60° from the normal to the planes. The half widths are 
0?5 for the middle dip, 0?9 for the other two, the ratio thus being close to
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Fig. 5. Map showing positions of some relative minima in scattering yield due to plane effects. 
When keeping a = 92?5 and varying ß, we obtained a yield vs. ß curve shown to the right, giving 
minima represented by the open circles in the map. The upper curve corresponds to ß constant 
at 89°.5 and a being varied; the minima of this curve are represented by open squares. The 
size of the “points” represents the estimated uncertainty. The absolute values of the ordinates 

in the two graphs should not be compared, see text.

the expected value cos 60°. As can be seen, the planar dips are narrower 
than the string dip, in accordance with the theory. However, the ratio is 
not quite as high as the estimated theoretical factor8) 2Zg/6 4. In between 
the big dips are seen smaller dips corresponding to planes of order (1 2 1).

The upper curve shows the yield variation when tilting in a direction 
parallel to a (1, 1, 0) plane but 3/4 of a degree away from this plane. Again 
the (1, 1, 0) planes are clearly seen, and there arc also indications of the 
(1, 2, 1 ) planes. At the center, for a = 91°, the curve does not rise to “normal” 
yield, because we are here on the edge of the string hole (cf. fig. 3 a).

The two yield curves were not obtained on the same day and since there 
might be slight changes in beam energy, etc., the absolute ordinates of the 
two curves are not directly comparable.

Similar curves were obtained for a = const. = 89?5, yielding minima 
shown in the map by full circles and for ß = const. = 92° yielding the minima 
shown by full squares. When drawing straight lines in the proper way 
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through the minima thus located, we get a picture of the planes intersecting 
in the (1, 1, 1) direction.

For the plane marked (1, T, 0) in the figure, the dip observed by per­
pendicular crossing was followed as far away (~ 30°) from the string as 
permitted by our apparatus; no appreciable change in the dip was seen.

Each point in the curves of fig. 5 was obtained from a spectrum like 
those in fig. 2. From these spectra we can obtain the variation of the planar 
effect with the depth in the crystal in the same way as shown for the string 
effect in fig. 4. The planar effect decreases with depth somewhat faster than 
does the string effect, the half length being ~ 3.5 /zm.

4. Discussion of influence of lattice vibrations

According to Lindhard, a beam of particles entering a single crystal 
will be divided into a random and an aligned beam, the latter consisting 
of the particles having ip < inside the crystal. Particles with ip < ip} en­
tering the crystal at points far away from strings will never come closer to 
any string than ~ a = o0-0.88 [Z373 + Z|/8]“ *,  which in our case is a = 
10“9 cm. When approaching a string, the particles lose part of or the whole 
velocity component perpendicular to the string, but after reflection ip again 
obtains its original value. If all the incoming particles in the beam have 
ip < ipi, only those striking the surface within the distance a from string 
positions will go into the random beam and have the possibility of suffering 
large angle scattering or initiate nuclear reactions. The yield at the dip 
minimum should therefore be expected to be Ndna2 10~2 times the nor­
mal yield. We shall discuss why we do not observe so low a yield and why 
the minimum yield increases with depth.

Let us assume that the beam inside the target has a Gaussian shape, 
the angular distribution being

2
W(0)d0 = — 0e °'d(). (2)

The fraction of the particles not belonging to the aligned beam is— 
neglecting the very small contribution Ndna2—

W(0)d0 = e ß2.

Vi

(3)
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Furthermore, assume that ß2 increases linearly with the distance z 
traversed, say

(4)

where L is a constant. Then, the fractional scattering yield in the dip min­
imum is

T = e z. (5 a)

In figure 6 we have plotted experimental points obtained from the same 
measurements as the points in figure 2. The ordinate for a point in figure 
6 is the number of protons counted in a channel when the incoming beam 
is parallel to the axis divided by the number counted in the same channel 
for a “random” crystal orientation (ratio between the two curves in, for 
example, fig. 2a). The errors shown are the statistical errors; no correc­
tions have been applied for the carbon and oxygen peaks, and they arc 
the cause for the increased scattering exhibited by the points corresponding 
to the cold target in the region 2.5L < z < 3.5 L.

The points for the cold target can be well fitted by a curve of the type 
(5 a) if we put L = Lc = 7 channels ~ 7 /mi. For reasons which will be 
outlined in the following, we have chosen to compare the points with a 
curve of the form

y = s + (1 _s)e~L/z, (5 b)

where S = 0.15, and again a good fit is obtained for Lc = 7 channels, as 
shown by the curve in figure 6.

The points for the warm target fit reasonably well to a curve of the same 
type (5 b), but with 8 = 0.50 and Lw ~ 1.96 channels ~ 2 //m.

In an amorphous Bz-target the nuclear small angle scattering would 
produce an increase in ß2 of the order of hi onc Zzm> thus giving L = Lq 
~ 1 /mi. The experimental value Lc ~ 7 /mi illustrates the reduction in 
multiple scattering in the cold crystal. In an amorphous target, the electrons 
would give a negligible contribution to the multiple scattering; the length 
LOe needed to give an increase of y2 in ß2 by electronic encounters alone 
would be LOe ~ Z2L0 ~ 80 /mi, and in the crystal the corresponding length 
is probably at least a factor of two larger8). The electronic multiple scatte­
ring is therefore insufficient to explain the increase in the minimum scatte­
ring yield with depth in the crystal.

The difference between a cold and a warm target may suggest that 
thermal vibrations of the atoms play some role. If, for simplicity, we assume
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Fig. 6. Scattering yield in string direction relative to the normal yield as a function of the depth 
in the crystal. The circles and the full drawn curve correspond to the cold target, the triangles 
and the dotted curve to the crystal at room temperature. The distance between successive 
points is about one /zm. The curves correspond to a linear increase in the mean square angular 

width _Q2 of the beam.

isotropy in the oscillations, the displacements q in a plane perpendicular 
to the string may he assumed to be normally distributed, i.e.,

. 2W(q)c1q = —Qe « dq, (6)

where a2 is the mean square displacement given by

a2 = 6Th2/(77JÅ’O2) = 1.0 • 10-20 • T. (7)

Here k = 1.38-IO-16 erg/°/< is the Boltzmann constant, T is the absolute 
temperature, 0 = 117 is the Debye temperature for Bi, and m is the mass 
of the Bz-atom.9)

Again as a first crude approximation, the protons in the aligned beam 
passing through a layer of atoms may be assumed to be randomly distrib­
uted with respect to the location of the atoms, except that they do not come 
closer to any string than a. In their transverse vibrations the atoms will 
move far out from their equilibrium positions in the strings, and when 
they are displaced more than a, collisions between the atoms and the par­
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ticks in the aligned beam may occur. The probability that an atom has a 
distance larger than a from a string is

00

S = f W(o)do = ra‘/a’, (8)
a

and this is also the fraction, relative to an amorphous target, of collisions 
made by the protons in the aligned beam. Therefore, near the surface the 
minimum fractional scattering yield is Y = S in accordance with (5 b). 
Furthermore, L = Lo/S and, according to (3), (4) and (5 a) the fraction of 
the particles belonging to the aligned beam at the depth Z is 1 - e~Llz. At 
this depth we thus expect

y = e~LIZ + S(1 - e“L/z) = S + (1 - S)e"L/z. (5 b)

As we have already seen, the experiments agree well with this formula, 
and it may be noted that also the ratio Lw/Lc agrees with theoretical expecta­
tions. From (7) and (8) we find

ln(l/Sw) ac2 _ Tc - 90 _ g 
ln(l/Sc) x2w Tw 300

whereas the experiments give

hib« ln‘2 
----------— = 0.35. 
InLc Ini

In view of the crude procedure leading to (6), (7), (8) and (5 b) it is 
not surprising that these formulae do not agree with the absolute experi­
mental values of S. (7) gives ac = 9.5-IO'10 cm and = 1.7-10 9 cm, 
whereas to obtain the observed S-values from (8) we must introduce the 
values ac —- 7 • 10-10 cm and ocw ~ 1.4 • 1 ()—9 cm.

In an amorphous target, the f22 corresponding to multiple scattering will 
increase somewhat faster than linearly with the distance z and, in addition, 
single and plural scattering will throw particles out of the beam, whose 
angular distribution therefore deviates slightly from a Gaussian. We may 
expect a similar behaviour in the crystal. Furthermore, it should be con­
sidered that the reduced stopping power in the axial direction influences 
the points; their ordinates are incorrect, because we compare protons with 
the same energy when coming out of the crystal, whereas we ought to com­
pare protons having the same energy at the instant of scattering; the points 
should be corrected upwards.
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Thus, although the measurements do not give the accurate yield vs. depth 
function, they do seem to show that the reduced string effect and its varia­
tion with the depth may be understood as a result of lattice vibrations. We 
remark that the finite energy resolution is of no significance, and that the 
carbon and oxygen layer on the surface also is unimportant, even if the 
original angular width of the beam is taken into account. Assuming a cross 
section of 30 times the Rutherford cross section—a value obtained by extra­
polating from known data10)—the thickness of the layer, estimated from the 
peaks in fig. 2, is equivalent to about 0.1 mg/em2 of oxygen. Such a layer 
will produce an increase in L?2 by about 0.1 by small angle scattering.
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Synopsis

Calculations of electronic stopping for heavy particles with low charge number are per­
formed down to quite low energies, e. g. for protons down to ~ 100 keV. The treatment is a re­
finement of a procedure suggested by Lindhard and Scharff. This procedure makes extensive 
use of statistical models of the atom.

Stopping as a function of energy is determined by the /-value of the target material and 
the energy dependent “shell correction’’. As discussed, the shortcomings of the present statistical 
treatment should show up mainly in the /-values. In fact, the shell corrections obtained appear 
to be comparatively accurate, especially in view of the fact that previous estimates have been 
made by fitting parameters in semi-empirical formulas.

There is also a discussion of the possibility of determining /-values from theoretical shell 
correction curves and experimental stopping powers at very low energies.
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§ 1. Introduction

v I "'he present paper will be concerned with electronic stopping of a heavy 
1 particle of low charge penetrating a substance with randomly distributed 
atoms. In such a situation quantal perturbation theory should be applicable 
down to quite low energies—e.g. for protons, which will be our standard 
projectiles, down to ~ 100 keV (cf. p. 10).

Although deflections in the screened atomic fields are of major importance 
in determining the scattering of the incoming particle, it is well known that 
the contribution to total stopping from these nuclear collisions can be 
neglected at the energies mentioned above1).

§ 2. Review of Theory and Definition of Model

For electronic stopping one finds in a perturbation treatment that the 
specific energy loss, (- dE/dx)e, suffered by a heavy incoming particle with 
charge Z^e, will be given by

4^Z?e4(- dE/dx)e = -----X2 N-Z2L(v,Z2), (1)
mu

m, u and N being, respectively, the electron mass, the velocity of particle 1 
and the density of target atoms with atomic number Z2. The dimensionless 
function L(p, Z2) is the one to be evaluated. The use of perturbation theory 
introduces the important simplification that the incoming particle appears 
in formula (1) only through the factor (Zxe)2. Hence, the problem of eval­
uating the electronic stopping power is reduced to a treatment of the target 
material.

For u much larger than the velocities of the electrons in the stopping 
material L(p, Z2) is given by Bethe’s expression 

L(n, Z2) 2 fn log
2nw2

+ log

1*
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the summation being performed over all possible transition frequencies con 
with corresponding dipole oscillator strengths fn (2 fn = !)• Relativistic terms 
enter only as the fourth and higher powers of v/c and are omitted in the 
following.

Before entering into actual calculations of L(u, Z2), let us briefly consider 
the possibility of applying similarity of the kind characteristic of the Thomas- 
Fermi description of the atom. The line of argument is the one given in 
refs. 2 and 3 a.

In a dynamic Thomas-Fermi model fn should only be a function of the 
one variable co/Z2, the frequency scale being proportional to Z2. Moreover, 
denoting the dipole oscillator strength density by g(co/Z2)*  we get from (2) 
the asymptotic formula

(6)

In a real atom, the distribution of oscillator strength differs somewhat from 
that of a Thomas-Fermi model. At intermediate values of co/Z2 the departure 
from the smoothly decreasing function c/(co/Z2) should reflect the presence 
of various electronic shells and thus be of an oscillating nature. However, 
a more systematic deviation is expected below a frequency co ~ co^(hcoÄ = 
nwg/2), a>R giving e.g. the order of magnitude of both the ionization 
frequency of an inert gas and the plasma frequency of the valence electrons 
in a metal. This means that the integral representing log/0 will receive only

* An evaluation of from a hydrodynamical type of Thomas-Fermi model was sug­
gested by Bloch in 19334> and has recently been carried through by Ball5*.

L(p,Z2) (3)

Here, L only depends on v and Z2 in the combination f2/Z2. Thus, if we 
define a new energy measure x by6- 2>

with /0 given by

L can be expressed as

log/0

(4)

(5) 
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very small contributions below a value (co/Z2)cut_off. the whole, (co/Z2)C}lt.oit 
is proportional to Z2X, but significant individual fluctuations exist. Hence, 
g(a>lZ2) being a decreasing function, departures from the Thomas-Fermi 
prediction for the /0-value should arise mainly because of deviations of the 
oscillator strength distribution from c/(co/Z2) at the low frequency end of 
the spectrum. This observation seems essential not only for the calculation 
of 70-values, but also for any attempt to continue the evaluation of L(v, Z2) 
down to values of v where the asymptotic formula (2) does not apply. In 
fact, the contribution to L from the low frequencies must remain of order 
of 2/n log(2nw2/ficow), and thus the effect being responsible for the most 
pronounced departure from a similarity description at high energies should 
persist down to quite low energies.

One way of handling the many body problem involved in calculating 
L(u, Z2) for all values of v and Z2 would be to solve a system of self-con­
sistent equations for the electromagnetic field inside the target material. How­
ever, a main difficulty of such a (microscopic) dielectric treatment of an 
atomic system arises from the fact that the electron density varies in space. 
In order to avoid this difficulty, Lindiiard and Winther7) considered the 
idealized case of a free electron gas, which, as discussed in the following, 
provides a good starting-point for more realistic situations. Suppose that a 
Fermi gas is disturbed by a charge density Q0(r, t) and that this gives rise 
to a potential <P(r,t). If the disturbance can be considered as a perturbation, 
a linear description can be applied, and all the information about the stop­
ping material, necessary to calculate L(o, Z2), is contained in the longitudinal 

dielectric constant e connecting the Fourier components Q0(k, co) and 
0(/c, co) of and 0. In fact, defining e\k, co) by the equation

/c2ez(Å', co)0(/c, oj) = 47tQ0(k, co), (7)
one has7>

i “rdk*?  I 1 I
L = —- — co{-r------ - - 1 c/co, (8)

TCCOfl J k J I El(k, co)
u 0 - kv v 7 ‘

co0 and i being, respectively, the plasma frequency ï/4ne2N• Z2/m and the 
imaginary unit. (Because of isotropy in coordinate space, el does not de- 

pend on the direction of k.) From the calculations in ref. 7 several important 
results have emerged, especially concerning the question of the effect on 
the oscillator strength distribution of the polarizability of the medium.
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Lindhard and Scharff6’ 2) argued that even if a dielectric calcula­
tion could not be carried through for the atomic case, the picture of a 
polarizable electron gas should still be useful. One could try to average L 
for a gas of constant density over the electron cloud of the atom, thus making 
a statistical approach to the many body problem. However, some way or 
other, the effect of the electrons not beeing free, should be introduced in the 
expression for the stopping contribution from the various parts of the electron 
cloud.

From such considerations it was suggested that

4%r2e(r) log ^«'^2Mlcyo(rmln) = 1 (9)
min

could be expected to give a fair approximation even down to rather small 
values of u. Here, @(r) is the electron density in an atom of the target material, 
and ca0(r) the corresponding local plasma frequency y 4ne2ç(r)lm. For @(r) 
the densities found in for instance a Thomas-Fermi or a Hartree description 
could be used. Qualitative arguments were presented6) to show that the 
binding forces acting on the electrons probably could be approximately 
accounted for by the constant y, appearing in (9). y was expected to be of 
order of | 2. The values of Zo, calculated from (5) and (9), are seen to be­
come proportional to y, and y = | 2 gives fair agreement with experimentally 
determined mean excitation energies2).

In the Lindhard-Scharff model a distinction was made between “outer” 
electrons (2nw2/| 2/ïco0(r) >1), the contribution of which was calculated 
as if at rest, and “inner” electrons (2/np2/|/27ico0(r) < 1) that were considered 
to give no stopping at all. With a cut-off of this kind, L remains a function 
of x only, when the Thomas-Fermi expression for g(r) is used. If we compare 
with (3), an essential aspect of (9) can be expressed in the following way: 
L is supposed to be obtainable as an average of a function å(co0,p) weighted 
with a dipole oscillator strength density for which an ansatz has been made.

/- -2 d1'

The frequency | 2co0 should correspond to the density - 4nr q(t) —

The results presented in ref. 2 were so promising, even down to energies 
around maximum in stopping cross section, that it might be profitable to 
repeat the calculations with the same ansatz for the oscillator strength 
distribution, but with a relined expression for L(r,v) = L(rn0, p)|W(( = Wo(r).
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In their treatment of a free electron gas, Lindhard and Winther7’ 
showed that L can be expanded in powers of (vp/v)2, vF being the velocity 
of an electron at the Fermi surface. It turned out that for a gas with plasma 
frequency co0 and average kinetic energy the first correction term 
to the asymptotic formula

2m<?
= log- -, (10)

fico0
was given by

(H)

Moreover, Fano and Turner36' found this sort of expression to be of 
general validity in the atomic case (with being the average over 
both coordinate and momentum space). As pointed out by Lindhard and 
Winther7’, it would therefore seem natural to put

L(r,p) = log
2nw2 \

|/27ico0(r)/
<^>(r)
nw2/2 (12)

for the “outer” electrons. Here, the average kinetic energy <71)(^) of a unit 
volume at a distance r from the nucleus should, as always in a statistical 
description of the atom, be obtained from q(t) by means of the formula

<T>(r> -
5 2 m (13)

The behaviour of an electron gas is well described by a free particle 
model only at high densities7’, more specifically, when /2 1, / being
defined by

(14)

The Lenz-Jensen model of the atom8’ shows that, when Z2 = 10, /2(r) is 
less than 1 for 97 °/o of the electrons (yF and thus % now being functions 
of r), and for higher values of Z2 the situation is even better. A typical order 
of magnitude in the electron cloud is /2(r) ~ 10_1 —10-2.

Let us try to find a reasonable expression for the stopping contribution 
from the inner electrons of an atom. From the (k, co/Zc)-diagrams of ref. 7 
(Figs. 1 and 3) it is seen that for sufficiently large v the decisive aspect is 
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that for k -> oo (close collisions with single electrons), and k -> 0 (distant 
collisions) the oscillator strength is contained in a strip around the line 
oj/k = hk/2m and in a resonance curve corresponding to el(k, co) = 0, 
respectively. The distribution for intermediate values of k is not important 
as long as all the oscillator strength corresponding to a fixed value of k 
can be assumed to be below the line œ/k = v.

However, in case the velocity of the incoming particle is small compared 
to orbital velocities of atomic electrons, this situation is changed fundamen­
tally. Now it will not be sufficient to know the distribution of oscillator 
strength in asymptotic limits, and the oscillator strength will not be col­
lected in resonance curves (ref. 7, Fig. 1). On the one hand, it seems dif­
ficult to tell exactly how the distribution is shifted when free electrons are 
replaced by bound ones, but, on the other hand, there is no evidence of 
systematic shifts of the kind appearing for large v. The latter shifts, which 
correspond to changes in the resonance frequencies, should be accounted 
for by the introduction of the factor y ~ |/2 in (9). Furthermore, the con­
tribution to total stopping from inner electrons is known to be small, cf. 
also § 3. We can therefore probably give a fair account of the slowing-down 
due to inner electrons by just taking over the expression for the stopping 
of a slow particle in a free electron gas. Thus, defining /2(r) as in (14), we 
put up the following formula for L(r, n) (ref. 7, formulae (12) and (15)):

L(r,p) =

<D('-)

nw2/2
if > 0 (a)

otherwise (b).
(15)

Fig. 1 contains a reproduction of Fig. 5 in ref. 7, showing L as a function of 
y = 2nw2/liœ0 for two gas densities, /2 = 0.1 and /2 = 0.01. Here, the scale 
at the left-hand side should be used. The full drawn and dashed curves 
refer to numerical calculations and asymptotic expressions, respectively. 
With the scale to the right, the upper dashed and the dot-and-dash curves 
represent (a) and (b) of (15) at the same constant values of /2. Il is noted 
that (b) is the result of an approximation which for high densities does 
not differ much from the one given in ref. 7, formula (15).

In connection with Fig. 1, two remarks should be made. First, the pas­
sage from (a) to (b) in (15) ought to occur at a value of r, where <71)(7') ~ 
1/2 mu2. This is seen to be fulfilled. Second, it would have been preferable
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Figure 1. For explanation cf. text.

to avoid the discontinuity in L(r, i>), but it seemed difficult to find a simple 
analytic expression connecting (a) and (b) in a smooth manner. It will be 
shown later, however, that the discontinuity is of only little importance for 
the results of the calculations.

With L(r, u) given by (15) the similarity as expressed by L = L(x) is 
lost, even if ^>(r) is taken from a Thomas-Fermi model. However, as a 
function of (.r, Z2) the Z2-dependence of L must still be only weak.

From the general discussion of oscillator strengths given at the beginning 
of this chapter it is to be expected that the detailed distribution of the 
outermost electrons is essential for the calculation of J0-values. That this is 
so indeed, can be demonstrated by an example: Using a tabulated9) Hartrce- 
Fock distribution for C(Z2 = 6) Io was determined to 11.43 eV. By cal­
culating the volume per atom in amorphous carbon it was found that 0.42 
of the six electrons (7%) were situated outside this volume. Smearing out 
these 0.42 electrons equally over the accessible space, one altered Zo to 
13.75 eV-a change of 20%.

In order to avoid the large dependence of the calculated quantity on the 
details in the outermost part of the electron cloud, it was decided to look 
at the function C/Z2 defined by

N- Z2 log
C(.r,Z2)l

^2 J a = v^2) (16)
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rather than at L(x, Z2). This seems to be the most direct way of comparing 
with experiments and thereby obtaining information about the applicability 
of the Lindhard-ScharlT ideas Io such detailed calculations.

The conventional term “shell correction” for is somewhat mis­
leading in the present treatment, but will be used, nevertheless.

Before making comparisons with experimental material one question 
should be considered. The present procedure rests upon the outcome of a 
perturbation calculation for a free electron gas. To what extent can a per­
turbation treatment be used in our case? The electron cloud was divided 
into two parts: a) “outer” electrons corresponding to rF(r), and 
b) “inner” electrons corresponding to i> ~ oF(r). Case a) should be tractable 
by (quantum mechanical) perturbation theory for x > 1, where3a’10)

hv ’ (17)

and for case b) a perturbation calculation can be shown to be valid for 
comparatively high gas densities—more specifically, if p0 • Z3/3 pp(r) 
(Lindhard). For protons, the two requirements are satisfied for v ~ 2p0, 
i.e. for energies down to ~ 100 keV. Although depending on the target 
material, 100 keV gives the order of magnitude for the energy at which the 
maximum in stopping power appears.

It might be mentioned that calculations for proton energies below ~ 500 keV 
have often been considered to be doubtful due to capture and loss of electrons. 
However, within a self-consistent dielectric treatment of a Fermi gas the electrons 
provide a time-independent screening of an incoming positive particle, the screening 
distance being generally a function of Zlfv and the density of the gas. Therefore, 
such a description includes a balance between capture and loss. The special case 
of a linear treatment corresponds to the situation where the screening distance 
does not depend on Zt.

We now seem justified in comparing theoretical and experimental data 
down to æ ~ 111-1, at least for the heavier elements.

§ 3. Discussion of Results
Shell corrections and /-values

Let us now turn to the C/Za-curves that have been calculated by means 
of the procedure described above*.  In Fig. 2 comparison is made between

* The I.enz-Jensen calculations were performed on the GIER computer at the University 
of Aarhus. As for the Hartree curves, the calculations were done by hand, but were much re­
duced through the use of unpublished numerical results from the original work by Lindhard 
and Scharff.
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calculated values. The error bars show the approximate influence of a 10°/0 (1 %) uncertainty 
in the applied stopping power.

experimentally determined and computed shell corrections, the latter having 
been obtained by applying a Thomas-Fermi type of expression for Q(r), 
namely the analytic first order Lenz-Jensen distribution function. The 
empirical curves were drawn by introducing experimental values for 
(-dE/dx)/1’12) and / into (16), the /-values being those recommended in 
ref. 3 (/ and not /adj of ref. 3 should be used).

Two features are seen to be reproduced correctly by the computed shell 
corrections :

1) the general shape of the curves,
2) the order of magnitude of C/Z2.

Furthermore, it seems to be in agreement with experiments that C/Z2 should 
increase with increasing Z2 (Fig. 2 and ref. 3c). However, a detailed check 
on this point is difficult because of the significant experimental uncertainties, 
especially as regards the /-values (cf. below).

Low energies

Although the difference between the calculated shell corrections for 
Al and Au, taken relatively to L, i.e. A(C/Z^/L, amounts to about the same
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X
Figure 3. Shell correction curves determined from Bichsel’s stopping power data and experi­
mental 7-values. The error bar shows the approximate influence of a 10 °/0 uncertainty in the 

applied stopping power.

at x = 0.1 and x = 1 (8-10%), the small difference on an absolute scale 
between the various C/Z2-curves at low energies seems to be of some im­
portance. Suppose that one wants to extract the /-value of a material from 
some experimentally determined stopping power and a theoretical value for 
the corresponding shell correction. The formula to be used is

/ 2tïïUa\ C
%)exp = log æ + !°g ( jiY ] - Y <1 8)

where L(x,Z2)exp is found by means of (1) in an obvious way.
If L has been measured with an uncertainty AL and C/Z2 is given with 

an error d(C/Z2) one has for the maximum possible error AI in I:

Al
I (19)
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In a high energy experiment L is of order of 6-10. However, al x = 0.1 
the L-value will be at most 0.5, which means that an uncertainty of 10 °/o 
in the measured stopping power leads to an experimental uncertainty in I 
of only 5%. If can be calculated in such a way that zJ(C/Z2) ~ 0.10, 
say, the extracted /-value will be determined with a total uncertainty not 
exceeding 15°/o.

Admittedly, it is most pronounced for the theoretical shell corrections 
that the curves approach each other at low x-values (Figs. 2 and 3). Yet, 
it must be remembered that, firstly, the stated uncertainty of 1-10% in the 
stopping powers reported by Biens el11* is of some importance for the 
drawing of the empirical curves, and, secondly, a change of 1 % in the 
applied experimental / causes a parallel shift of the corresponding curve 
of 0.01. Therefore, even if it is true that the shell correction depends in an 
only weak manner on Z2 at small .r-values, it would probably be very 
difficult to point out such an effect from existing experimental material 
alone, i.e. from stopping power data at low energies and /-values determined 
at high energies.

Table 1.
Lenz-Jensen calculation for Ag. ZJ: number of “inner electrons”. L* : contribution to L from 

“inner electrons”.

X z?/z2 L* L*/L

8.04 0.07 0.014 0.00

3.62 0.16 0.028 0.01

1.055 0.40 0.054 0.04

0.613 0.52 0.058 0.06

0.376 0.63 0.059 0.08

0.235 0.72 0.055 0.10

0.095 0.85 0.038 0.14

Before giving any examples of /-values obtained along the lines suggested 
above, let us make a couple of further remarks concerning the reliability 
of the method used for calculating shell corrections. One difficulty might 
seem to be that a large portion of the electron cloud is considered as belonging 
to “inner” electrons at small .r-values, and the contribution from an inner 
electron was only taken care of through a rough estimate. This problem is, 
however, not very serious because, as shown in Table 1, the role played 
by these electrons in the slowing-down is very limited, both relatively and
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absolutely. Morcover, Table 1 makes it very plausible that the discontinuity 
in the expression for L(r, i>) cannot be of much importance. As a matter of 
fact, an estimate shows that by changing L(r, i?) in such a way that (a) 
and (b) in (15) become smoothly connected, one changes CfZ2 by less 
than 0.01-0.02.

The calculated shell corrections should thus depend only weakly on the 
detailed distribution of both inner and outermost electrons, but this is, in 
fact, what justifies the use of a statistical method. Especially the introduction 
of Hartree models for the electron clouds should for heavier materials only 
lead to slight deviations (oscillations) from the Lenz-Jensen results (Fig. 4).

If a common C/Z2-curve can be drawn in a certain x-interval for two 
materials denoted by indices A and B, the corresponding L-values will only 
differ by a constant reflecting the difference in I for the two substances. 
More specifically, the following relation should apply:

= Ab CXP (^b ~ ^a)- (-P)
ZB

To test formula (20) it was decided to take Al as a standard, because this 
material seems to be the one with the experimentally best known I. A value
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Table 2.
Comparison of calculated and empirical /-values. In several cases ref. 3 only gives 7 . (7 - 7)
was then found by interpolation in the table on p. 101 of the same publication. Bichsel does 
not consider his value for Ag to be reliable. Fano has taken his value for Kr from Bichsel.

Ele­
ment z, X

7 (eV)expv 7 
Fano

I (eV) exp' 7
Bichsel

7 (eV)expv 7 
Barkas &

Berger
eXP(LB -

C........ 6 0.667 70± 8 81 78 0.925

Ne .... 10 0.400 144 ± 9 131 1.146

A........ 18 0.308 157±15 190 184
212

210 0.696

Ni .... 28 0.308 296 ± 23 307.5
310

302 0.844

Cu .... 29 0.308 319 ±23 313 326 312 0.878

Kr . . . . 36 0.308 355 ±30 360 360
380

377 0.787

Ag . . . . 47 0.340 433 ±42 471 447.5 480 0.736

Sn .... 50 0.320 460 ± 43 507 0.733

Xe . . . . 54 0.308 462 ±45 543 0.683

Au .... 79 0.308 779 ± 66 761 768 0.787

Pb . . . . 82 0.308 769 ±69 788 795 0.748

of 163 eV was taken from ref. 3. The stopping power measurements used for 
the determination of L were those cited by Bichsel11), the .r-value always 
being the lowest one common to Al and the medium under consideration. 
However, measurements below 100 keV were not taken into account.

Table 2 shows the results from such a calculation (/cal) together with 
empirical /-values. The uncertainty in /cal corresponds to the stated maximum 
experimental error in the stopping power for the substance investigated 
(10%). As already mentioned, the experimental /-values are often uncertain, 
a fact clearly demonstrated by the different numbers given for the same 
material by the authors of ref. 3.

For an account of how the experimental mean excitation energies were 
found, the reader is referred to ref. 3. Here, we merely note that the numbers 
given by Barkas and Berger3ü) for Z2 > 13 were determined by means 
of a semi-empirical formula for IfZ2, giving very closely the values quoted 
by Fano3c) for Al, Cu, and Pb. Yet, in some cases, e.g. for the noble gases, 
an interpolation procedure of this kind may not be very reliable, since the 
distribution of the outermost electrons can be rather special. The last column
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power (similar for Fig. 5 b).

of Table 2 exhibits the factors exp(LB —LA) reflecting the rather large var­
iations of I)Z2.

The agreement with the /-values suggested in ref. 3 is rather good con­
sidering the experimental uncertainties. It seems that these have not been 
exaggerated by the authors. For instance, the stopping powers for protons 
in carbon measured recently by Sautter and Zimmermann13* with a re­
ported accuracy of ± 1.7— ± 2.30/0, are lying from 11.4% to 15.5°/0 below 
Bichsel’s values in the region of overlap (100-300 keV).

From the theoretical curves C/Z2 was found to increase for increasing Z2.
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Thus, choosing an experimental shell correction curve for Al as a common 
standard for all materials, one should for Z2 > 13 have underestimated 
C/Z2 and thereby overestimated I, this being the more serious the larger 
the used x. However, in Table 2 the calculated Z-values arc not systematically 
larger than the corresponding experimental ones. Yet, although Zexp =163 eV 
for Al may be determined with considerable accuracy, the stopping power 
measurements at low energies are probably not much better for Al than for 
most other metals. In this context it may be noted that a 10% change in 
the stopping power for Al at x = 0.308 (ZTproton = 100 keV) would corre­
spond to a systematic change in the calculated Z-values of ±6%.
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Intermediate energies

The above discussion of the region of small .r-values originated in a 
general feature of the calculated shell corrections. A direct comparison 
between theory and experiments appeared to be difficult.

At intermediate energies the experimental situation is much more satis­
fying, mainly due to a new technique for measuring stopping powers de­
veloped by Andersen, Garfinkel, Hanke, Sørensen, and Vajda12>. Ac­
cording to these authors, the data obtained are reliable to within ±O.3°/o. 
This means that a detailed comparison between, at least, the shapes of the 
experimental and theoretical shell correction curves can be made for the 
energies investigated (2 12 MeV protons).

Figs. 5a and 5b show a plot of log/ + C/Z2 against .r for Al and Au. 
For both elements, the second /-value used for the calculated curve has 
been chosen to avoid a parallel shift between corresponding theoretical and 
empirical curves rather than being in close agreement with current estimates. 
It is seen that the location of the maximum is accounted for fairly well, but 
there is a significant difference in the trend towards it, the calculated curves 
being much too steep.

It is not at all evident if this discrepancy can be removed within the 
model by some appropriate change, but it might be in place to note that 
the .r-values in question correspond to the “bulk” of electrons passing from 
being counted as “outer” to being counted as “inner” electrons, i.e. the 
maximum of the function 4:zir2@(r) appears around the radius where one 
goes from (a) to (b) in (15).

§ 4. Concluding Remarks

The purpose of the present paper may be said to have been twofold. 
Firstly, from a theoretical point of view it seemed desirable to investigate 
the applicability of the Lindhard-Scharff ideas in a detailed evaluation of 
slowing-down problems, and, secondly, even if the results of the calculations 
should not be in very accurate quantitative agreement with experiments, it 
might well be that such a treatment of Thomas-Fermi type could give some 
information as to the over all dependence of fundamental quantities on 
the atomic number Z2. As discussed, such information is not always easy 
to extract from experimental material alone.

Keeping in mind the detailed nature of any theoretical description trying 
to account for shell corrections, the results obtained must be interpreted as 
supporting the basic assumptions of the method. Furthermore, the expression
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mental points correspond to a change of I from 326 eV to 312 eV (cf. Table 2).

chosen for L(r, v) probably cannot be much in error. An indication of this 
is provided by a comparison of the present shell corrections with the (uni­
versal) Lenz-Jensen curve from the model used by Lindhard and Scharff 
(Fig- 6)-
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